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CHAPTER 18. PROJECTING SUPPLY, USE AND INPUT-OUTPUT TABLES
A. Introduction
18.1 For a number of analytical purposes users often require comparable SUTs and
IOTs. This implies, for example, that they need SUTs and |IOTs available on a regular
frequency and with certain timeliness. In practice, however, SUTs may be compiled on
an annual basis or every five years or even at irregular time intervals. The situation for

IOTs is similar.

18.2 In general, a projection problem consists of knowing one single base table (SUTs
or 10Ts) and estimating a target table possibly with additional information such as
known row and/or column totals or even certain table elements. There are a variety of
methods, techniques and approaches in projecting SUTs and IOTs and dealing with the
missing data gaps. Projections are generally done by analysts and researchers but
depending on the situation some projection model could be used in support of regular
compilation in specific circumstances. Therefore, these techniques are not only for
analytical purposes but they can also help producers, for example, dealing with periods

between benchmarked years.
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18.3 This Chapter provides a review of various projection methods and techniques as
well as references to work in literature to help overcome the problem of incomplete
data thus allowing the estimation and projection of SUTs and IOTs. The Chapter starts,
in Section B, with a description of the needs for projection methods. It then provides in
Section C, a review of the general approaches and categorization of the projection
methods including a historical perspective on some of the work in literature that is most
relevant to the scope and content of this Handbook. Section D presents a numerical
example of three projection methods: the generalised RAS (GRAS) method, the
SUT-RAS method, and the Euro method. Finally, Section E provides a description of

the criteria to consider when choosing a projection method.
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B. Why is there a need for projection methods?

18.4 Projection methods may be useful in a variety of circumstances such as dealing
with the lack of timeliness of the required SUTs and/or 10OTs, to reconcile inconsistent
information with different reliability, to carry out the historical revisions to ensure a
consistent time series of the tabulations, to compile multi-regional SUTs and 10Ts;

and finally to overcome the issue of incomplete data due to confidentiality. These are

described next.
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18.5 Timeliness. The frequency and timeliness of SUTs and 10Ts compiled at national
level varies enormously among countries and this is often a major constraint in policy
research undertaken at global level. Thus there is the need for using non-survey based
methods to estimate SUTs and IOTs for missing years or updating previous SUTs and

IOTs to revised totals.

18.6 Balancing. During the balancing process in the compilation of SUTs and 10Ts,
there are many cases where data for specific cells, or groups of cells, in the tables are
well known (through specific data sources, for example, business surveys, government
based data, etc.) or there is reliable information on certain column and/or row totals but
there could also be cases where data from the different data sources are conflicting
whereby the NSOs allocate different levels of reliability to the different sources.
Guidance on how to resolve this is very limited, examples include: Dalgaard and

Gysting (2004); Tarancén and del Rio (2005); and Lenzen, Gallego and Wood (2009).

18.7 Revisions. Often revisions are needed to existing benchmark SUTs and IOTs to
reflect, for example, a new version of the SNA or a new classification. Projection
approaches may be required due to the fact that official SUTs and 10Ts, going back a
number of years, are not usually revised when more recent data have been estimated
or when there is a change in the statistical concepts or methodological issues, such as

the advent of 2008 SNA or revised classifications like ISIC Rev. 4. It is not expected
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that NSOs will provide SUTs and 10Ts based on the 2008 SNA for “all” the back years
and benchmarks. Therefore, there is a need to blend survey based data with sound
mathematical techniques to avoid discontinuities in the SUTs and IOTs, for example,

Rueda-Cantuche, Amores and Remond-Tiedrez (2013).

18.8 Multi-regional or multi-country analysis. The role and significance of multi-regional
and multicountry analysis has seen a renaissance over the past two decades using
multi-regional SUTs and |OTs databases to inform worldwide policy research issues
such as climate change, international trade, competitiveness and sustainable
production and consumption policies (see Chapter 17). Several international projects
have used some of these projection methods for the estimation/projection of missing
national SUTs and I0Ts and for the eventual balancing of the multi-regional databases.
Major examples of these databases include:

* World Input-Output Database, Dietzenbacher et al. (2013);

* EXIOBASE Database, Tukker et al. (2013);

* GTAP-MRIO Database, Andrew and Peters (2013);

 Eora Database, Lenzen et al. (2013);

* Asian International Input-Output Tables, Meng et al. (2013);

* OECD Inter-country Input-Output Database; and

+ Eurostat's single SUTs and 10Ts for the European Union and the Euro Area, Eurostat

(2011D).
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18.9 Confidentiality. The issue of confidentiality may render some national datasets
incomplete due to the suppression of data due to confidentiality which can be
overcome by projection methods in research analysis.

The gaps will also vary across countries, for example, the different legislations and

treatment of data collected from businesses.
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C. General approaches for the projection methods with a historical view

18.10 As mentioned, the general balancing/projection approach basically relies on
having available one base table (SUTs, IOTs or SAMs) and at least the row and
column totals for the incomplete table. Alternatively, Minguez et al. (2009) and
Oosterhaven et al. (2011) considered several complete tables as base tables, whether
they were a time series of I0Ts or a group of different IOTs from different regions.
Furthermore, row and/or column totals may be missing in some situations as well, as

dealt with Eurostat (2008) and Temurshoev and Timmer (2011).

18.11 There are three different ways (including a modified version of the distinction
made by Lenzen et al.(2009)) to address the projections, where data gaps for the
interior elements of the tables outnumber the external constraints in the form, for
example, of row and column totals. These are:

» Constrained optimization methods based on probability and information theory or

based on distance measures.

C. FHZEO—EN7 ITO—FLERNBRS

18.10 T CIZHAR7=EYD , NT v 7/ FRO—AT 7 v —F Thilfe & 72
HD1%, BREGH—DODF (Mtfafi ik, BAELR, 3t 1751)
PHBEENTEY | FRELRICSOVTIHKITEINDEEHN D2 L HBAFTE
HEWHZETHDH, —J, Minguez et al.
(2011) &, TONERRINZ T RAELEZ TH 50, F/2 2 Hilli D572 5
ANFEHETH 20EMbT, EARE L THEOREELRERLZBEL VD, &
(2011) THebLTZ#E Y |
RBUZ K2 TUATRHNDOEFI AR L TND Z &b H D,

NN
IS IS H

(2009) & Oosterhaven et al.

512, Eurostat (2008) & Temurshoev and Timmer

FEONGERDOT — XX v v TOEPNTEIDOEFFE WS T-BEE TS
AEHFIDE L D L2 WA, FHICEY f#ie 51 (Lenzen et al. (2009)
Lo TRANESNTEEREETe) IZLATO®EY 3 555,

18. 11

- R I EEERRCRREEN A (2D  HIRIA & A Ik

1023




* Proportional scaling methods which can be one-sided or bi-proportional.

* Modelling based methods.

18.12 Some of the projection methods can in principle be used in the reconciliation of
information from different data sources and in the balancing process of SUTs and I10Ts,

a section is introduced to briefly describe this application of projection methods.

HAEEEE BB T oNDBIARTr—1 > 7k
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1. Historical overview of projection methods

18.13 This historical overview pivots around the general problem of
balancing/projecting SUTs and IOTs and any other related matrices (for example,
valuation matrices) concerning the different price valuations covered in the 2008 SNA,
mainly basic prices and purchasers' prices and the distinction between domestic uses

and import uses, wherever appropriate.

18.14 It is important to note that although the projection problem has given rise to a
number of attractive mathematical features, they are often not combined with survey
data, other data sources or expert opinions on certain key elements like rows, columns
or individual cells. Only very recently, there have been attempts to follow the so-called
hybrid strategy (Miller and Blair 1985, page 336), as a way to capture the best of both,
selective survey and expert information and mathematical projection techniques. This

would be highly recommendable whenever possible.
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18.15 Huang et al. (2008) describe the projection problem as a linear or non-linear
programming problem, which can be expressed as:

Minimize f{X)

Subject to: oy =w Wi

1]
3

TmaTy =1 Wi=

i
el

zgj = 10 ""-Eu_.'

where: z; is the ratio derived from x; = z; a;;, being a;; the original entry and x;;, the
target entry in matrix X. Row and column totals are represented by u; and vj,
respectively. The matrix/table has m rows and n columns and can be either rectangular

(m # n) or square (m = n).

18.16 The solutions of this problem can take the form of a simple iterative proportional
scaling process or can lead to substantial programming requirements with sometimes

long run times, for example, non-linear objective functions.

18.17 This group of methods has been categorised with the general term constrained
optimization methods and can be split up into two groups depending on the type of
objective function f( ):

* The first group, in general, has in common the fact that the methods minimise some
measure of distance between all elements of the two matrices, the prior and the

estimated projection. There are many types of distance measures such as absolute

18.15 Huang et al. (2008) (XTIl RIRE % BIE XIXFERRTE O 51 E I & &
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differences, square differences as shown in Box 18.1.

» The second group comprises objective functions that are based on the statistical
concept of Kullback- Leibler (K-L) divergence, also denoted as information loss, taken
from the probability and information theory laid out by Kullback and Leibler (1951). In
short, the K-L divergence of two probability distributions Q and P is a measure of the
information lost when Q is used to approximate P. The measure Q typically represents
an approximation of P and evidently, the solution to the problem provides a minimum
information loss. This concept was first associated to the RAS solution by Uribe et al

(1965).

18.18 Within this framework, Bacharach (1970) used technical coefficients which to
some extent could be considered as a measure of probabilities, bounded between 0
and 1 and non-negatives, to prove that the solution to this problem could also be
expressed in terms of a simple bi-proportional iterative scaling method, which was the
so-called RAS method used by Stone (1961). McGill (1977), Bachem and Korte (1979)

and Batten (1983) also contributed to this idea.

18.19 The extension of this statistical concept to a transactions matrix prompted a lot of
discussion provided that the elements of the matrices are not coefficients any more but
(positive and negative) absolute values, key examples include: Gunlik-Senesen and
Bates (1988); Junius and Oosterhaven (2003); Huang et al. (2008); Lenzen et al.

(2007); and Lemelin (2009). However, the solutions do not always turn out to be simple
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scaling methods, for example as covered by Stone et al. (1942); Robinson et al. (2001);
Golan et al. (1994); Rodrigues (2014); Lugovoy et al. (2015); and Fernandez et al.

(2015) also proved the Bayesian approach with success.

18.20 Alternatively, there are other methods that do not necessarily have to be written
in the form of a programming problem such as Tilanus (1968) and Timmer et al. (2005),
and have been categorised as proportional scaling methods. This category may also

include other one-sided or bi-proportional methods.

18.21 Finally, there are other methods that use I-O modelling based methods to
project SUTs and IOTs, for

example, Leontief price and quantity models used by Snower (1990); Beutel (2002)
and (2008); Valderas (2015); time series analysis covered by Wang et al. (2015); and
econometric methods used by Kratena and Zakarias (2004).

18.22 Box 18.1 shows a summary of the literature using methods for
balancing/projecting SUTs and I0Ts and provides a broad overview of the different
available methods. The detailed aspects of all of them can be found in their respective
references. This review also acknowledges the earliest, to our knowledge, related
contributions even though they were not initially conceived to be used in the I-O

accounts. However, these are not included in Box 18.1 but reflected within the text of

this Chapter.
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Box 18.1 Methods for projection of SUTs and I0Ts

Ry O R18.1 BHGERREBAEHROTFAE

2. The RAS method

18.23 There are some common features to the proportional scaling methods and the
constrained optimization methods that are based on the minimum information loss
principle (information theory). They usually provide a solution that is simple to

implement, relatively quick, sign-preservation, and with minimum data requirements.

The most prevailing method is the so-called RAS method.

18.24 The basic idea of RAS was firstly developed to be used with I0Ts, and
particularly, applied to the intermediate inputs part of the Use Table. It consists in
changing the structure of the known base table as little as possible. Suppose that there
are two square matrices of technical coefficients, A and B. All the elements in A4 are
known but only some of the elements of B are known, such as:

« the total industry output, which means that we are implicitly considering Industry by
Industry IOTs;

* GVA by industry, therefore, by difference, intermediate consumption by industry, u;;
and

« total final uses by products; and therefore, by difference, the sum of outputs of

products to industries for intermediate consumption, v;).

2. RAS &
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18.25 The problem is to project the elements of B in such a way that they are as close
as possible to the corresponding elements of A, subject to the known marginal column
and row totals, as described by Toh (1998). The closeness in the RAS method is
achieved by minimizing the following K-L based objective function described by

Bacharach (1970):

L iy
Minimize ll by Im| —
e T ey

Subqject to:

Z By =y
[
2.' Byjay = 1y

18.26 The solution is the set of r and s scaling factors, which satisfy:

by = rpigs;
BT = U, (1)
Linaysx = v (2)

18.27 For bi-proportional methods, this problem could be written either in terms of
technical coefficients or transaction values, as covered by de Mesnard (1994) and

Dietzenbacher and Miller (2009) illustrating that the results were indeed equivalent.
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= by
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s

Subject to:
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T
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E_.-‘ Tl 8% = U (1)
I nays;x; = v; (2)
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18.28 In matrix terms, B= ARAS, being R and S diagonal matrices with the
corresponding rrand ss scaling factors in the main diagonal. However, there is no
direct solution to the scaling factors, r and s. Instead, the following simple and iterative
procedure converging to the desired totals is applied. It starts by choosing a first set of r
scaling factors, say all equal to 1, and the elements of s are computed using equation
(2). These s scaling factors are then used in equation (1) for the calculation of the
scaling factors r, which can be fed back into equation (2) to derive new estimated s
scaling factors. The process is repeated until the values of the scaling factors are not
changed between iterations within a certain threshold or a sufficient number of times.
De Mesnard (1994) proved that the solution to the RAS problem is independent of the

initial values of r and s and therefore, it remains unchanged.

18.29 The origins of the RAS method go back several decades - Bregman (1967)
attributed this method to 1930s Leningrad architect Sheleikhovskii, who used this
approach to estimate transportation traffic flows. Kruithof (1937) also used the RAS
approach to estimate telephone communication traffic flows. Nonetheless, it was not
until Deming and Stephan (1940) when this approach became accessible to social
scientists and the English language, Lahr and de Mesnard (2004). Since then, there
have been many applications to many fields different from SUTs and I0Ts, for example,
migration and transportation flows, international and interregional trade, voting

patterns, etc.

B=RAS DATHIEATIL, RESHIIAITHI. xHaT DrLsiiFlektf
FIRNDA =Y o TG e B D, 12120, 27—V v 78 r & s+ 5E
PRI RITAFAE L2, R VIZ, RO B D AFE~ L IR T 2 Bl T Y
IRFNENROIBY EH SN D, £T HEIGD AT —U & 745 r 23R L (6]
ZIFETLIZE LY, &L Q) 2HVWTs 0EZREHET 5, K2, 2nb
DAL=V 715 ¥ s 24 () ICEA L TRy — Y 7 15% 5 r 25,
NEH (2) 74— Ry 7 LTHTRICAT—U 7R s 28T 252
EMTED, A=V U TRBOMEDOENA 2 L—2 3 U T—EDRMEIC
WEDD, A FZ V= a B oREEICETLET, ok AR@0 RS
%, De Mesnard (1994) I RAS RIEEOMES r & s OFIWIEIC AL ST, Zh
DPZINIAETHD Z L AEFEI LT,

18. 28

18.29 RAS {EDEIFITEA-4ERTICH Y . Bregman (1967) (X2 DJ7iEDY 1930
FEROLV =2 7T — ROBHEZF Sheleikhovskii ICHKTHHDOTH D & Lz,
Sheleikhovskii X2 D7 7' v —F & 2@ EDOHERHI AV, Kruithof (1937) %
RAS 7 71 —F & ek E EOHERHIFI L7,
SRFEHEICHFECHASND L 91272572 DiX, Deming and Stephan (1940)
LI CTd 2 (Lahr and de Mesnard (2004) M), ZD#%i%, #aHE L &
AFEHROMIZ S, BE) - ZwE, FEEE - HE S, KESHm o L5 %<
D53 TR A 7RIS HDMFIE L TV 5,

L)L, ZO7 Fa—F it
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18.30 According to Lahr and de Mesnard (2004), it was Leontief (1941) who first used
bi-proportional techniques within the context of I-O analysis with the purpose to identify
the sources of inter-temporal change in the elements of IOTs. Nevertheless, it was Sir
Richard Stone, Stone et al. (1942), Stone (1961), Stone (1962), Stone and Brown
(1962) who waved the banner on behalf of the RAS method within the field of 1-O
analysis. For further details of the historical background of the RAS method, refer to

Bacharach (1970), Lecomber (1975), Polenske (1997) and Miller and Blair (2009).

18.31 The RAS method was used extensively by Bacharach (1970) to update old I0Ts
to a more recent or even future period for which only the row and column totals were
available. Similarly, Hewings (1969) and (1977) also used bi-proportional techniques to
the problem of regionalising the national I0Ts given some row and column totals at the
regional level. Later, Oosterhaven et al. (1986) combined both ideas to solve the
problem of updating inter-regional I0Ts. Miller and Blair (2009) provide an overview of

this issue.

18.32 There is no doubt that RAS has been one of the most successful methods in
terms of the number of applications where it has been used. Following Jackson and
Murray (2004) and Lahr and de Mesnard (2004), the main features that have
contributed to RAS being used so often can be summarised as follows:

* In terms of information theory, the RAS solution provides the minimum information

loss, when we use the input structure of an original IOT as an approximation to the

2k Dl BAEHRKROBERIZROND
R R DIFR 2R ES D 72D WAPEH DT OMsLI T B RiE % 410
THWEZDIEL A F =27 (1941) Thoto, 2L, AEHGHTORE T
RAS VEOHEZ I =D
(1961) .

18.30 Lahr and de Mesnard (2004)

DX Sir Richard Stone, Stone et al. (1942). Stone

Stone (1962). Stone and Brown (1962) T# %, RAS HEDELATY
FDFEHNZ SV T, Bacharach (1970), Lecomber (1975). Polenske (1997) .
Miller and Blair (2009) ZZMEXi7-\y,

18. 31 X, HWERAPEHE 1T LN DOEFH DD AF AT
REZRELT, & BITILREROBAFEH R~ & THT 5 HIUT, RAS L% RHEPAIC
bR Lz, RERIZ, Hewings (1969) KON (1977) &, —#BDIT & 5D
BRIDHIR L~V THZ 5TV D —EORAE R E g sE T 25 L0 )
RIREIC A BEyEZw A L7z, %12, Oosterhaven et al. (1986) &y OB
ARG DT, MBI AEN R 2 TH 5 & o BBEA MR Lz, Miller

and Blair (2009) 1L Z OFEEIZOWTOMEZ R L T\ 5D,

Bacharach (1970)

18.32 ZHE TS S NI ZE [ o & RAS k03 i b R L 72 5D —o
T D Z EXMEVRV, Jackson and Murray (2004) & Lahr and de Mesnard
(2004) ZHEEZX 5705, RASTEDFIAZMRL TV D ERFEBIZLLTOEY
bbb,

AERBEROBLEN O RL L X =5y N ThHHEAFEHE O AL DT

e LT, mOBRAERKROELHEN T 556, RS IEOMIIERRBLZ
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input structure of the target 10T.

In other words, the target table is as close as possible to the prior.

* RAS is sign preserving and does not allow converting zero elements from the
original matrix into nonzero elements in the target table, and does not yield negative
values, which is helpful for input structures.

* The iterative solution to the RAS method is simple to understand and
straightforward to program and apply.

* RAS has the minimum data requirements, only row and column totals.

* Scaling factors r and s can be interpreted as substitution and fabrication factors,
respectively. The former (row-wise) are meant to be a measure of the degree to which
an input has replaced or has been replaced over time by other inputs while the latter
refers to the extent to which the initial industry mix of the economy varies
(column-wise). Van der Linden and Dietzenbacher (1995), de Mesnard (2002) and de
Mesnard (2004) remarked, that a meaningful interpretation of the RAS-type scaling
factors is only possible if transformed into relative values, for example, normalization,
but never with the absolute values of r and s. Interestingly, Toh (1998) also proved that
r and s can also be interpreted as statistical estimates obtained from the method of
Instrumental Variables (IV) allowing for asymptotic standard errors and confidence

intervals.

BIMET B, oF0 ., ¥—F v NRIZTELRGENTRIIOR K HITWH D
2725,

‘RASHEIFFEBEREL. tOROVuERLE X —F v FETHErERICE

D EFTR LN, o, AEZREISERWNWT &%, AMHEIC
STHHTH D,

- RAS EDFUEMEEITBBR LYY K. TRTSI VT ERANBRE TH D,

*RASUEDT—S BHIFR/N T, JILITORFHIRONLD,
C A=V R & s FENENBBREBROBRB MRS LT

%o HiE (ATH710) XA OBA L BEHZ LN EAVER
BRL. $%& (FI5M) 1M ORI RN LT D RELfE L TV
%, Van der Linden and Dietzenbacher (1995) | de Mesnard (2002) | de Mesnard

(2004) MIRARZE ZAHICE B & RAS BUR r— ) o TURE DA B T2 IR A
AIRE & 72 2 DL, IEHULZR & THAMEICZ#R SN DG G T THY . r & s
DAEXHMEZFED Z & id7ev, BB L12, Toh (1998) & MiiT AR R
ZLEHEREMEBET DL L. r & s [TEMEEREIEN OS5 DN HETRIHERT &
iR CE 5 Z & &ZREM LT=,

1032




18.33 The RAS method, however, has also several drawbacks. They include the | 18.33 L /22L. RASTEIZIZLA T DO XL 5 oD K EHH D,

following:

* Projection of the intermediate matrix only may not be sufficient to build up the target
IOTs. There are other missing components such as GVA and final uses, which may
also contain legitimate negative values such as changes in valuables and inventories,
and other net taxes on production.

* The RAS method requires row and column totals to be known, and sometimes, they
are missing and have to be estimated. It may also be that less information is available

on these totals, for example, only industry output or column totals may be available.

* The RAS method can deal with one single price valuation at a time while the SNA
defines several price valuations, for example, basic prices and purchasers' prices as
well as current prices and in volume terms. They can actually be even more
disaggregated, for example, trade margins are shown separate from transport margins
or consumption is split between domestic output and imports.

« Sign-preservation is a feature of RAS can also be seen as a drawback - where the cell
value can switch sign between periods, for example, taxes less subsidies on products
or changes in inventories. However, Lenzen et al. (2014) successfully addressed this
issue and proposed a mathematical solution.

* If RAS is carried out successively over a number of years, hysteresis problems will

arise leading to discontinuities and potential errors as covered by Lenzen et al. (2012).

c A =7y PORAEREZZERT H12IE TR~ M) v 7 2O FRIZT TR

RE0E LR, £ OIS & LA Mo i 72 K O BEHE RN KRB L
TEL, ZNLICITERENELH), HFELH, ARSI ZOMmoR (W)
R EOEHNRAELEENTNDTEA D,

*RASHRIFAT LD ERI DR TH D Z L2 ML TR, TRHNRKREL T

B, #EHEZ LTI RO WEELHD, ZNHOEFHIZOWVTOAT
EZREMN D72 BIZITHEEDOFERSCIEF LN AFTTE NI &b dH
%50

« RAS JER—FE T 2 AR EEMIT—> T A5, SNA [FIEAMME & hEAE

M. WS & HEER E WV o BB OMiEE TR L TV D, S HITHE
N KT 52 EHARET, ¥~ —Y U N Elii~— v ERlicFRENn-
0. HENENEHEBAICSE SN T 5,

*FEEORFHI RS IEORFETH Y . RRERRTI L bTE D, EEMICH

SNHPL (PERRMBIA) CTEEALEN R Iz W, BAOEITHREICE - T
BHBENELATEAS, LHL, Lenzen et al. (2014) (X Z OFE~DHELY
WA U, By 7 ih R LTz,

* RAS EMRAEICO T » T SEAT SN D 2 5, B AT U U ADOREN A

U. Lenzen et al. (2012) 2354 L7= X 5 ICHHHE-CIEERIRRZ 2B L Th
%50
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* The RAS method cannot handle conflicting external data and cannot incorporate
constraints on the row and/or column totals and/or any set of interior elements unless it
is properly extended as in Gilchrist and St. Louis (1999) and Oosterhaven et al. (1986)
or unless the KRAS method covered by Lenzen et al. (2009) is used with non-unitary
coefficients. For example, the total of trade margins must be equal to the total output of
trade industries at basic prices which may not occur automatically. The supply and use

of products and industries must be balanced in advance.

« RAS 1%, Gilchrist and St. Louis (1999) <2 Oosterhaven et al. (1986)

D@ Y W IEIZHE S 50>, Lenzen et al. (2009) TH(Y biF b7z KRAS
EDIERNLICARE L WS N D D TRWIRY | FET 24887 — & %4
I L, FIRITOEHH D WVIE—HEONIERICET 2 H A AT 2
EHLTERW, BlZIE, H¥E~—Vr ORI ORIEN GEAMNK) &
FLLRTNERBRVD, ZHUTBEBMICEREIND O TIERWEA
9. M EELEOMIG L ERIIH LN TONT RS TWRITIIER D
ZNAN

« The RAS method does not allow the use of relative reliabilities on the initial tables and | +RAS JE X IT D3 & AHIHIFI OFESTAEHENEICHE S Z L 2R L TR W=,

on external constraints which would be advisable to compute interval estimates rather
than point estimates. Indeed, the RAS method may generate implausible results and
requiring further adjustments. However, for research purposes, Miller and Blair (2009)
claimed that as long as the resulting multipliers perform well, they should be still used.
* The dimension of the initial and target tables must be the same, which makes
impossible to address the problem of a change in the classification and/or
methodological systems. In this sense, the number of industries and products may

change from one system to another.

AHEE T KEHEEZRIT D ZENEELWIEA S, EDOL A, RAS IE
IRGEREREZRE, SORDIMELLELTLHZ b D, 72120,
HEHNTHIT, MRE L THOLNDREDEUNHEEL TWDRY, Zh
ZIRBMHHATRETHD E Miller and Blair (2009) (FEEL TWD,

c DR E L =Ty FROWTTEIIF CTRITFNITR B0 TGk

EROEAN T2 5 FTRIE~NDOSAUIRARETH S, Z DL H REWKT, FE
2L EEMORIIAERZRIC L > TEET 5000 LIV,
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(a) Further extensions of RAS - with less information

18.34 Different variants of the RAS method have been utilised with the aim to
circumvent the limitations presented above. One of them is a further extension of the
RAS method to deal with less information.

18.35 Gunluk-Senesen and Bates (1988) defined Generalised RAS (GRAS) method
which was further formalised mathematically by Junius and Oosterhaven (2003). The
GRAS method allows for positive and negative values in the initial tables and it is sign
preserving, like the RAS method. The RAS method can be considered as a special
case of the GRAS method. However, unlike RAS, the objective function of the GRAS
method has been somewhat controversial in the sense that it eventually does not really
represent the K-L divergence or minimum information loss principle as covered by

Lemelin (2009).

18.36 The latest versions of the GRAS method are used in Lenzen et al. (2007), Huang
et al. (2008) and Temurshoev et al. (2013). In particular, the latter authors present a
GRAS analytical solution that does not need of high performance, non-linear solvers,
as in Lenzen et al. (2007). They also deal with full non-positive rows and/or columns,
for example, the row elements of trade industries in a trade margins matrix are always
negative, and infeasible RAS cases as covered by Miller and Blair (2009, page 336). In
practice, this is very helpful since small positive numbers are often added to the initial

table in order to guarantee convergence.

(a) RASE®D S 574 5HER - IREAHEMMIZDENGS

18.34 iR L7 R ZENEET DAV | FRx 7/ Y m—3 5 D RAS ¥EN
EHINTND, ZO—DXRASIELE S HIZHRRE L T, [HHRAFERAYIT D720
ZEICHIT D TH D,

18.35 Giinlik-Senesen and Bates (1988) 73 Generalised RAS (GRAS) % 7E
2 L. Junius and Oosterhaven (2003) 73 2% & HIZHFMNCERIL LTz,
GRAS YEIZAIWI DR TIEME & A A2 T2 L. RAS V£ & RIRRICRF 5 2 PR FF 3 5, RAS
EIL GRAS {EDR R — A ThDHEZEZXH T ENTE LS, LA L, Lemelin
(2009) TELSNEY | RAS ELES T, KL A 13—V = 0 ZA0R/ME
WIREFAZEROL ZABICE L TVEDIT TIERNE WD BT, GRAS
O BBEBICIIRGRA S 5.

18.36  Lenzenetal. (2007), Huang et al. (2008), Temurshoev et al. (2013)
TiE. HBFTLVWED GRAS IERHNLITWD, R, REOHES LI
(2007) Tim U oo &k o rEtkae O IEMEREZ LB L L
VN GRAS W RIE AR LTV D, F7o, ZOFER DI, FHE~Y— VU175
BT DPEEDOITEENFIZAME T 54— A=, Miller and Blair (2009 336
N—U) THRY R bie RAS IERFATARATRER 7 — R 72 & ATRHIN A2 TIE
ETIIRWGEIC bR L TN D, F855 L IRBRIES LD & 5 AR/
SIREEAMZBND Z LB NTd, ZOZ LIFEFICEHTH S,

Lenzen et al.

1035




18.37 Another advantage of the GRAS analytical solution proposed by Temurshoev et
al. (2013) covers control of the convergence process by setting the desired threshold
level, which is not straightforward when using solvers. Furthermore, the scaling factors
solution have, as mentioned earlier, economic

derived from the analytical

interpretations covered by Stone (1961), Toh (1998), van der Linden and

Dietzenbacher (2000) that cannot be found if solvers are used.

18.38 However, similar to the RAS method, the GRAS method needs to have known
row and column totals, which is sometimes unrealistic if we extend the projections to
SUTs instead of just I0Ts. Indeed, the total product outputs are not usually known and
therefore, row totals are not known. To solve this issue, Temurshoev and Timmer
(2011) proposed the SUT-RAS method, which has an additional number of advantages
compared with the GRAS method. The SUT-RAS method was extensively used in the
construction of the World Input- Output Database, Dietzenbacher et al. (2013). Most
prominently, the SUT-RAS method can be applied in a variety of settings: basic prices,
purchasers' prices and with a distinction between domestic and import uses, while the
GRAS method is envisaged to be applied only to a single price valuation at a time, for
example, basic prices and to total uses. Moreover, the SUT-RAS method is conceived
as a joint estimation of rectangular SUTs such that total supply and total use match
both for products and industries. Similarly, Temurshoev et al.(2011) and Timmer et al.
(2005) proposed the so called EUKLEMS method, which is based on one constraint

only, columns sums condition — industry output, resulting in a one-sided RAS-type

(2013) 234&RE L7z GRAS fEMTRED & 5 — D DFI R
X, YR LRV ERET D LI K DNR T e AR TH D, iU,
VW= (solver) ZHWOHHEEITIIAL R D TIIR, S BIZ, fENTHED
SEH IR A — U 7RI, EIRoi@E Y | Stone (1961), Toh (1998)
van der Linden and Dietzenbacher (2000) T U HIV7-fRHMIMERNH 5.,
Y IR=Z N DGEITIE. £ 9 LI a A3 2 LT T&E Ry,

18. 37 Temurshoev et al.

18.38 L2~L. RAS JEL[AIBK. GRAS £ THAT LMD ERHIBER TH 5 M
HY ., TMERAFELRZT TRAFGERRICHILET 2722 51X, ZHU3RF
L LTHBENTH D, BEDLE ZA, APEMORREL TR TR & 3%
WTHDHIO, ATEFFBEEETIER Y, Z OB AR T 272, Temurshoev
and Timmer (2011) % GRAS V£ X 0 HFI D2\ SUT-RAS 14 #2798 L 7=, SUT-RAS
EIMRBEAERT —Z X—=Z DK TR v b7 (Dietzenbacher et
al. (2013) ZMR), FHBAFE/RA L LT, SUT-RAS IEI3BE 2 72k (EAMAE
& HEAGEARS , ENGEH &AL XS5y 72 £) o F Tl A ATEE 22 DIk Ly
GRAS JEIF—FEIZ — > DAk Al CREAMAS-ORAE 72 £) (2Ll L72gn 2
LEIAEL TS, S HIZ, SUT-RAS YEITAEPEY) & EFE DT )7 Thafllda & Kl
MR =T 25 X5 HROMREAR LRI T2 b0 EZ2 60 TN5, [
FRIZ, Temurshoev et al. (2005) I\ i>w % EUKLEMS
EEREE LT, Ziud., —20flKORIIESS DT (TR LIIGEHSEMT
- PEEOPEN) | HZSE RAS B ORIEIC SN B,

(2011) & Timmer et al.
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technique.

18.39 Concerning the lack of information, the situation might be worse in some cases.
Information may even not be available on industry outputs (the column totals). Within
this context, there are two outstanding methods that were designed with the philosophy

of projecting SUTs and IOTs using a minimum set of data requirements:

+ EURO method for 10Ts covered by Beutel (2002); Eurostat (2008); and SUT-EURO

method (for SUTs) covered by Beutel (2008) and Valderas (2015); and

» Path-RAS method covered by Pereira et al. (2013), also denoted as the Global
Method.

18.40 Instead, they require GVA by industries, total final uses of the different

categories, total taxes less subsidies on products, and total imports.

18.41 The SUT-EURO method cannot handle rectangular SUTs and should be used
with IOTs or square SUTs only. In particular, the SUT-EURO method has been used
extensively by Eurostat in the estimation of European SUTs and IOTs provided that the
number of industries and products was the same within the context of the CPA and
NACE classifications used in the EU. The Path-RAS method as stated in Pereira et al.

(2013) is only conceived for 10Ts but recent work in progress made by Pereira and

18.39 THEMOXKIBIZHOWTIL, RN E ST LWTr—2A b H b, EEDE
H FIEE) ICOWTIHFRBAFTERWZ L E2HAH, 2D X9 RBLEN
5. NROT— X EHETHBHERAR ERAFEHREZ FHIT L 0 BHED

T, UFDXH7 2 oOENT-FIENHRE ST,

« Beutel (2002) M X Eurostat (2008) 73im U7 AFEHFR D 7= D EURO {£
L. Beutel (2008) M (NValderas (2015) 23ih U7 (A fEHE O - D)
SUT-EURO ¥4,

« Pereira et al.

(2013) 233w U, Zm— 3Lkl B FEIZIL D Path—RAS 5,

18.40 Z Z CTHHE L INDT —XIFPEENOHMIME, & D7 TV —Dfk

B, AEWICRR SN DB (ERMBIA) OAFH BBATH S,
18.41 SUT-EURO YEIZFEE O U R 2 2 37 APEH R IET T OMAG
AR TOBANRIFIUTZR B 720, FrIZ SUT-EURO (5%, PEXE & AEPEM DL
W7 77 087 1 BIEE® S (CPA) ] ERINEA (EU) CEAIND [BK
M IEFHA DR FIEENC BT 2 — AR EERE /3 FH (NACE) ] o EICR S LT
—ThDHILEEMEE L, BINOMASERR & BAEHKROIEM T Eurostat
IR FIH STV %, Path-RAS 751X Pereira et al. (2013) TiB_H4T
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Rueda-Cantuche (2013) has proven that it can also be extended to either square or
rectangular SUTs. It estimates SUTs jointly (as in SUT-RAS) distinguishing between
domestic and import uses and it consists of an iterative process that allocates the
deviations obtained in each iteration to final uses and GVA using a weighted average of

the conflicting estimates of the corresponding intermediate uses.

18.42 The SUT-EURO and the Path-RAS methods can be very helpful when
regionalising national or regional SUTs and |OTs into smaller geographical areas where

GVA by industries are usually better known than industry outputs.

WHIEY . FAFEHEOIEROAE B E LTERINI L DA, Pereira
and Rueda—Cantuche (2013) 23ilritEed TWDAFFEIT 2 A IE LT SUTHIE O
HASERIC BILRFTRE Cd 5 Z & A7 L7z, (SUT-RAS 5 & [RIARID) Hbfafl
MR & FIRFICHERT L. ENEER LA A KB L TnWD, £, KA 41—
va TR LR R B EER LA IMEEIC B S T O RET m A0 0
FERR S AL, xHis 32 I REE FZ W IR T 2 #EGH O I E T & v T
P

18.42 SUT-EURO £ & Path-RAS y5i%, — [E XX HBm O a6 3% & & APEH Z%
ZFARTEOI /N & 2 B B 12 B3 5 L CIERICHE A TH D, BE. T L
To I CIRPEEDPEH X 0 b PEER O IMEED 5N E M E T s,

(b) Further extensions of RAS - with more information

18.43 All of the above methods do not use any other extra information other than row
and/or column totals of the target tables or none of them. However, there may be the
situation that additional external information is available on the interior elements of the
target SUTs and |IOTs and/or on the constraints that can be useful for the projections.
Indeed, Szyrmer (1989), Gilchrist and St Louis (1999), Lenzen et al. (2006) and de
Mesnard and Miller (2006) came to the same conclusion that the introduction of partial
information improves the outcomes of the RAS-type projections. The RAS methods

can thus be extended to cover the case that additional information is available.

(b)  RASE®D & 5743 HHR—REAEMMIZZ LGS

18.43  Fik L7z HEIITIL, #—F v M ERDHEROITLFIOEFIOfMIZ
(TBMERAER L, BINERE E-SEA LAy, LinL, #—5
v~ OUHERE R & B AFE R OB R RCHIRISRIEIC OV T, BN 224D
A ANFAREZRRIA B 2000 LR, £ 5 L7CRPUT TRl E > THH
Thb9, 92, Szyrmer (1989), Gilchrist and St Louis (1999) .
et al. (2006), de Mesnard and Miller (2006) I%. WA BY7ZR1EHREZ Y AR
% Z & TRAS BUFRIORERM M B35 Lo [ Ui B o7z, L7ehi-> T,
BINE#REZ AF AR — A IET 2 X< RASTEZ LIRS 5 2 L 8 AlRE T
H 5,

Lenzen
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18.44 The earlier work in the 1960s took the form of a Modified RAS (MRAS) covered
by Paelinck and Waelbroeck (1963). The particular known cell values were set to zero
and subtracted from the row and column totals. The RAS method would then be
applied to the remaining cells, and eventually, the known cells would be placed back to
the projected table. However, this solution may create too many zeros in the modified
initial table which could lead to unsolvable RAS situations. More refined methods and
applications were developed later by Barker (1975), ERAS covered by lIsrailevich
(1986); Oosterhaven et al. (1986); Batten and Martellato (1985); Snower (1990); Cole
(1992); Jackson and Comer (1993); TRAS covered by Gilchrist and St Luois (1999)
and (2004); Planting and Guo (2004); SUT-RAS covered by Temurshoev and Timmer

(2011).

18.45 By adding external known information and/or external additional constraints to
the target tables which are different from those of the column and row totals, it is
possible to go one step further from a full automated mathematical process to a more

elaborated, and expert guided, methods for the estimation of SUTs and 10Ts.

18.46 A distinction is generally made between “projection”, either in time, updating, or
by regions, regionalization, and “estimation”. The availability of extra information on
subsets of elements as well as on additional external constraints converts a projection

problem into an estimation problem.

1960 4EARDOWIHIMFFEIL Paelinck and Waelbroeck (1963) 725 FHi)7=
fEIE RAS (MRAS) {EE WO TBAELS TWiz, FEDBEFI DO /LOENE = 1T
E S ATEHNDEFNBE LGN D, £ D LT RAS IED R Y D& /TTEH
Sh, BRI TR ENT-RICBEMOBEANELREIND, 277 L. ZOMR
BITEIESNTMHRICHEV ICHZ < OB r 2L T S, RAS I TIIAFRA
AREAR I A & e, BRICHBUL ST E LIS ZBR Lz oix
Barker (1975) . Israilevich (1986) (Z & % ERAS ik, Oosterhaven et al. (1986)

18. 44

Batten and Martellato (1985) . Snower (1990). Cole (1992) . Jackson and Comer
(1993) . Gilchrist and St Luois (1999) TN (2004) |2 225 TRAS ¥£. Planting
and Guo (2004). Temurshoev and Timmer (2011) (2 X 5 SUT-RAS iETH 5,

18.45 Z—7" v hORIAT LD EFE LTI D AMBO B D F /MR O
BN ZRHFIGEEMZ 5 2 & T, SERRANET 7 e 20D —AiEd
HEASEE R & NEN R OHER FiEE L B cHEMEob b0 &35 2
ENTE D,

18.46 FEYERFAL, HOFT, HulEdy] (HIRSE) OWFHICET LD THH- T
b Pl & THERE) 13— REICIXBI S D, —ERO %R &I 224
ORMEICHONT, SORDEREAFARETHL2 5, TRIORBEITHERF DR
ISR SN D,

=
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18.47 Furthermore, the estimation problem can also be transformed into a
“‘compilation” problem. Suppose the IOTs (Industry by Industry), where the final uses of
one product is known as well as the total output of the industry producing it.
Subsequently, the total intermediate use of the same product is given by difference but
nothing guarantees that it will have to be feasible, for example, positive. This is an
example of conflicting external data covered by Lenzen et al. (2009) and RAS-type
methods cannot handle them. Incidentally, this is maybe the most usual situation that
NSOs face in their tasks of compiling SUTs and IOTs. For this reason, we have
identified these types of methods as closer to compilation tasks rather than to
estimation or projection methods. Moreover, initial SUTs produced in NSOs will never
be balanced as they are based on data from several different data sources. Actually,

this is similar to the scenario of balancing supply and uses of products and industries’

inputs and outputs.

18.48 With this in mind, Table 18.1 shows a categorization of the methods presented in
Box 18.1 as well as providing information about whether the focus of the methods are
on SUTs or IOTs (either with a transaction matrix or with a technical coefficient matrix,

A).

18.47 = bHiT, HEEFOMEIT MERR) OME~EEHINDTEAD, BDHE
PEM) D EAAE & Z N a EPET DPEEDORBENDBEAM Ch 2 B AFEHE (PEXE
XPEH) BEZTHIW, KIT, [ UEEMORFPRBERANZOERIZL T
Bz oo, £t (B2 iXEE THoZE 2Rt d 56 DIER0,
(2009) MEHE LT FET 20T —2 O—BITHY |
RAS BADFIETIEZEN HITKIR TE 220y, 2236, ZAUZEFHGHR 2 fafE A
REBRANFEHROERE NI TEFE TR LKERT 2R THLEA D, £D
e, Tx X DX A TOHEERRFLTHOIZDDTHFIEE D LV | AERD
EBICE VRS BEDLDI DL R LT, 6, EFHHRTERIND
W B R ITERO R AR 5T — 2 V= ADTFT —Z 2RI LT\ D720, ik
LTNRTGURALRNEAD, FEOL A, ZHTEEMORG LR, 2L T
PEEDBENEFEHDART 2 o I T 53T U A EEE LTV 5,

Z Ul Lenzen et al.

18.48 F 18. 1 IXZDHZEEICEWT, Ry 7 A 18 1 ITHERENT-HiEL
L. BTENMUGEEAR ERAELR (WEIROEINFREATS A & fLA0A
ATND) OWNWTIICESEEZ LY TTNANLE NI IEREZRIEL TV 5,
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18.49 Lenzen et al. (2009) proposed a balancing method that incorporated the

following properties:

* Handling non-unity coefficients, for example, constraints on any subset of matrix
elements instead of fixing row and column sums only.

» Handling conflicting external data and inconsistent constraints.

* Allows for relative reliabilities of initial estimates and of external constraints.

+ Deal with negative values and, if required, can be sign preserving.

18.49 Lenzen et al.
R HE LT,

(2009) IZLA T D L9 B2 B A= "7

« AL TTAREL DI Y o, B2 T, AT EFNOEFHZT ZEET 2D TR <,
ITHNEEFR DER LA IR L THIK) 2@k 7,

c FET LT — 5 & BMEDO WK DD v,

* PIHHERT &AM HIRIIC B DA R D E JE,

* RUEOEY Fo & MBS U725 DIREFF,

Table 18.1 Categorization of methods F18.1 HEoo¥E
18.50 Lenzen et al. (2009) named their method KRAS (from “Konfliktfreies” RAS). Itis | 18.50  Lenzen et al. (2009) (X H & ® JiE % KRAS 5 & 4 1) 7=

a kind of RAStype iterative procedure that can deal with all four desirable properties
from above. In the first step, it minimizes a GRAS-type objective function as stated in
Lenzen et al. (2007) subject to constraints. The second step adjusts conflicting
constraints simultaneously with the transaction matrix, whenever the first step fails to
match them. The adjustments to the constraint constants are regulated according to its
degree of uncertainty as described by Lemelin (2009). It should be noted that the main
advantage of KRAS over the general constrained optimization methods in dealing with
conflicting data and inconsistent constraints is that it needs less programming
requirements and long run times. As stated by Lenzen et al. (2009), the KRAS method
aims to deal with the manual removal of inconsistencies in the constrained system in a

systematic and automated way.

(TKonfliktfreies) RAS {EIZHIZR), ZAUi RAS RO KEFNEO—FET, kil
L724ODLELWREDOETITHIST HZ ENTE 5, # 1 LR TIEL, GRAS
Ao AWJBA% A Lenzen et al. (2007) TRRHATW S Y flKICHE > Thik
IMET B, 1 TRTA—ENELD T EIC, 52 TR TIEFIET HHK%Z R
F1FR L FREICHREE T 2, HHEBA~OFHET Lemelin (2009) A3 L 7= R hie
FMEDOEEWIIS U TRESND, FET D7 —F & —BMD Rl L
T5 BT, AR & Bl ik ic ok LT KRAS SEORSIX, TR ST
U TBEMERDRL ETREORINENZ L THLIRICEETRETH
(2009) 2MfEHE L7218V . KRAS IEITHIFFFE 2T ADAR
—H & FETRET D124 720 | RO ABIN R FIETHLT 22 L&A
& LTnd,

vy

5, Lenzen et al.
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18.51 A comparable method is the SUT-RAS, which is a particular case of the KRAS
method as a solution to the general balancing problem. The SUT-RAS provides an
easier and simple algorithm for the computation of the scaling factors and allows for
basic prices and purchasers’ prices; domestic and import uses; and external additional
information. In this sense, it avoids the construction steps to build up the constraint

matrix in case of a general formulation of the optimization problem.

18.52 There are two other contributions that are closely linked to compilation tasks.
Dalgaard and Gysting (2004) presented an algorithm (CFB) that can handle product
flow systems for Denmark within the context of the 1993 SNA and allowing for six
different price concepts. Supply and use of products and industries’ inputs and outputs
are not required to be balanced in the initial SUTs and, in the same approach used by
Lahr (2001), they use information on the relative reliability of the unbalanced column
sums and other information incorporated into the balancing procedure. Their work was
based on the automated balancing approach described in Stone et al. (1942), Byron
(1978) and Stone (1984) for the situations where rows and column totals were

endogenous variables.

18.53 Opposite to RAS-type methods, Dalgaard and Gysting (2004) did not allow for
constant relative reliabilities for the column totals in the initial Use Table at purchasers’
prices. Instead, they suggested a choice based on how likely they consider the values

to be sure. For example, intermediate consumption of public administration and exports

[FER D BT, — i7" T v v JRIBEOfEE L LT, KRAS {EDFF
BRir— A L 72 % SUT-RAS 1 Td 5, SUT-RAS JEIZ A 7 — 1 o ZARE DI %
U CHfENOHAR T AT A a4 L AR & AR, [EiE
ETIAGER, SN OBIMERE BEICAN TS, TOX S RERTIE, Kl
{LRIE O — i i) 72 & AAGIT I 2 THIFIIT N 2 1E D Ek TR 2 Bl 2 & DT
HD,

18. 51

18.52  Z DT & AERRDATHS & B4 (T BEE L 724F %828 2 -5 d %, Dalgaard and
Gysting (2004) 1% 1993 SNA DHHAIDH T, 6 DD F7p 5 ik % %58 L.
EFEMO 70— KR EW D ZENTELT VLAY XL (CFB) 27 ~v—2 T
PRk U7z, AEFEM O R OME I & PEE DA K OV I 3R a i 3R T
T U ASNDMEN 72| Lahr (2001) ZAHWERILT 70 —F Tld, RNT
AHTDOFNE GO HEENEICET 2 fFHm e T v U I FIRICHAZIA T
T DERB AN STV, 26 ORFSEIE, Stone et al.
(1978) . Stone (1984) Timik Snilz, S LATOERDBANELKTHLHED
HEINZ o7 e 77 —FIti 3 b D Tho T,

(1942) . Byron

18.53 RAS Y7L L I MRAYIZ, Dalgaard and Gysting (2004) (s A fHiA% T
FOR SNTZAMIE RO EFHIR L CT—E DRERME 258D 8o 7,
RoOVIZ, N EOREMREE LB Z HLND ISV BRIk AR LT,
ZAE, ATEH— 2O FRTEE LI oW TiE, @, BRI BIF T

1042




were 100 per cent reliable provided that such information usually comes from the
government budget and foreign trade statistics, respectively. Other data based on
annual high quality accounting statistics, for example, business surveys, were given 90
per cent reliability while other less certain areas such as GFCF and household final
consumption expenditure were given 70 per cent confidence. Interestingly, the results
were compared against the official manually compiled SUTs and the deviations were
only around 0.13 per cent of the GDP, producing economically meaningful, and
apparently, quite robust results. This was the first work reporting a real large scale (500
products and 100 uses of products) SUTs balancing process within the context of the
1993 SNA, and blending manual and semi-automated methods. Pedulla (1995) made

an earlier attempt for Italy but with smaller tables.

18.54 On the other hand, Tarancén and del Rio (2005) developed the ANAIS method
and tested it for Spain (1994). This basically comprised an individual and global
minimization of relative discrepancies between the elements of the initial and target
IOTs, including not only intermediate uses but also final uses and primary inputs. The
ANAIS method uses all kind of information to avoid variations in the coefficients that
could be mathematically feasible but difficult to accept from the compiler’s perspective.
This is completed through the specification of a set of constraints that would
benchmark coefficients with economic aggregates derived from National Accounts
and/or macroeconomic models. One of its main advantages is an interactive process

which ensures the results are consistent with the external information and expert

REBGHMTHDLZ DD, 100%DE#EENRH D & Sz,
XA DI D REDRNFEREFHGHIE S ZOMO T — 1T 90% DOAFFE M
AT S, MEEE ARTERR GG R AIEE S O X9 R R i FEME O
W DD I BFIE 10% DIFHEMEZ 5 2 Hiviz, BIREWZ L2, ZOfERIETF
B CER SN2 AROMAGHEARICILET 2 b0 L 720 | RAEIXENRAEE
(GDP) @ 0. 13%RiZ IS E 7200572 Z & D, RRIFHICH B T & s
PEZFF - Tz, ZHUE, 1993 SNA OFEFA A D 1 CEERO KB (APFEWH
500, AFEM ORI A 100) HHEEHEHEDOART v 7 Fuv A2 WiE Lok
HIOWIETH Y . FELEFHO S ELZ —KILLTeb D TH o7, Pedulla
(1995) DA Z U TIZFET 2L ZHUTHAT LTV, ROBE DAY
ISt D Th o7z,

EURAY—

18.54 —Jj, Tarancon and del Rio (2005) I% ANAIS iEZFIRE L. Thi A
A TR LTz, ZHUTERINC, FI8IE Z—F v FORAEHRICK T LE
HE (PRIEERZZ T T2 B & AR b ET) OMIIRESZ R
P> D KIRIZ I/ MET 2 DO TH D, ANALS V1T H 5 P 2 T O IFH % F]
ML T BAITIERFA SN D03, ERRE I3 T AN T MR D ZE b 2 1]
BELTWD, ZHEERSE DO —HORIKEUEDOIEETH Y | [HERFH
AR~ 7 afRFEET VOB SN EREEIMEEZ W TREE X TF~—
7 LTV, £DERFRO—DIIMEREZ ML OFROEI R FaE L A S
DGR T 0 A Th Y | SHEE T2 < KHHEE &2 W -kt S
Do
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guidance, and it provides a solution with interval estimates rather than point estimates.

18.55 The use of other elements of the SUTs and 10Ts different from intermediate uses
alone is not common to many methods presented in this chapter, for example:

* TAU-UAT covered by Snower (1990);

* EURO covered by Beutel (2002) and SUT-EURO covered by Beutel (2008);

» CFB covered by Dalgaard and Gysting (2004);

* ANAIS covered by Tarancon and del Rio (2005); and

* SUT-RAS covered by Temurshoev and Timmer (2011).

Some of the above approaches make a distinction between uses of domestic output

and imports.

18.56 The issue of reliability of the initial tables and of the external constraints have
also been addressed although quite far away from the RAS-type developments by Lahr
and de Mesnard (2004). The earlier works did not actually document the relative
reliability used in their analyses as covered by Allen and Lecomber (1975), Stephan
(1942) and Stone et al. (1942). It was not until Jensen and McGaurr (1976) when they
were explicitly justified. Lahr (2001) and Dalgaard and Gysting (2004) used relative
reliability rates in RAS-type constrained optimization methods to deal with the
uncertainty of the external constraints specified to the optimization problem. However,
their approaches were somewhat limited since they could not deal with inconsistent

totals or conflicting data. Apart from the KRAS method covered by Lenzen et al. (2009),

18.55 HEEH7ZT Tl MG R L BAFEHER OMOER EHEH T L5 2
Sl RETEY EFUTOL S 2% OFEIZE > TRITIEZ AR,

+ Snower (1990) 2% % TAU-UAT 7%

* Beutel (2002) 12X % EURO % & Beutel (2008) 12 % SUT-EURO i

- Dalgaard and Gysting (2004) (ZJ % CFB ik

- Tarancon and del Rio (2005) 24 2% ANAIS VA&

- Temurshoev and Timmer (2011) (ZJ % SUT-RAS #

ERoT7T 7 a—FO—EBIXENFEHOMEH & EAOHEHZXBI LT\ 5,

18.56  WIHIZE & AMESHIFI O HENE & ) S BRBEIC O W T B D AR’ 22 ST
X 7273, Lahr and de Mesnard (2004) (2% RAS RIDBRZED 61X KX 22b@7-
DRI ST, JeAT T HIFIETIL, Allen and Lecomber (1975), Stephan (1942) .
(1942) BE K LTIZI@BY . Z DI &AL AH X BOE R
EEICITREH SR o7z, F0 5 O SMERSHRECFE Sz 0%, Jensen
and McGaurr (1976) LIET&H %, Lahr (2001) & Dalgaard and Gysting (2004)
13 RAS FRUD KIS & Feadi bl THRTAUERIME D LR 2 v ol LRI R AT
DIMBHFI D FRFEEEIKIIE LTV D, L, 207 Fa—FE—EBMEE K
BRIRCTFET DT —F xR TE I, HHREDORANBH 5, Lenzen
(2009) @ KRAS £ BT 4L, Golan et al.

Stone et al.

et al. (1994) & Robinson et
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general constrained optimization methods are typically the methods that can handle
different data reliabilities and conflicting external information more easily as covered by

Golan et al. (1994) and Robinson et al. (2001) than RAS-type methods.

18.57 Within a slightly different context, Rodrigues (2014) studied the projection and/or
balancing of statistical economic data with a best guess, initial values, and uncertainty
measures of the outcomes. This Bayesian approach considers the projected and/or
balanced outcomes as random variables rather than point estimates. Rodrigues (2014)
shows that methods such as generalised least squares, weighted least squares
(Rampa, 2008) and bi-proportional methods like RAS are particular cases of a more
general framework. For example, the relative uncertainties of the values both interior
parts and of row and column sums obtained through the RAS method are implicitly

assumed to be identical, which does not need to be always true.

al. (2001) T LoHNTWDHEY . —MAYZRHKIAT & R bk 3D 2
BT — 8 EFIET HANE#RE RAS ANEL D ARSI ZDONEETH
Do
18.57  Rodrigues (2014) (ZPRERDVHHAD T T, KkE
s AR OO AN FEME N BE 2 I B TRORRE 7 — 2 DTN T 2 TI2O0N T
WIE Uiz, ZON_A X7 7 a—F Tk, TRl - T 2 ABORERN SHEE
TlE/a< ., MERMEE R7e S5, Rodrigues (2014) 1d—f{b X ui=He/hs
TRIE. v A M STz mh 3R E (Rampa 2008) . RASTEE I L LTS
CREBIER EDTIETONT, XY —RIR T L— AU —7 DR — A ThH
5T L AaRIELTVD, BlxiE, RAS VETROT-NIER DM L 1T R OFIDOE
OISR FEIEN R U Td 5 L BFERINICIUE SN D08, TR HICE
FEThHDEITRO ARV,

DR, WIIE,

3. Constrained optimization methods based on distance measures

18.58 There are other types of linear or non-linear constrained optimization methods
characterised by minimizing some measure of distance between all the elements of the
prior and the estimated tables. None of them can preserve the sign of the original table
although with some non-negativity constraints they can do so. However, there might be
a collateral effect in terms of a larger number of zeros in the estimated tables as
covered by Lahr and de Mesnard (2004). Some of them can handle non-negative

matrices only.

3. EEREAIEEICE S il ESREILE

18.58 % D DHIE SULIERIE DHIFKIFT E eI Tid, Pl oFk & HERHE

DROLERM CHEBNE A B/IMET 2 L WO RBER AT 214 T bd D, T
INTNHITORDOFF 2 RFFTE RV, AL NDIFAKIKEZ i

X, ENNAEEE 725, 7272 L. Lahr and de Mesnard (2004) TSz

WY, HERHEORICE OB D LWV STIIREERAR S 57255, Zh

509 HL—EIFFFATTII L MR R 720,

1045




18.59 In order to circumvent these two drawbacks, distance measures have been
modified, for example by Huang et al. (2008) and Temurshoev et al. (2013), in order to

be able to handle negative values and preserve signs.

18.60 Box 18.1 provides a list of the different distance based optimization methods

available in the literature. Broadly speaking, they can be grouped into:

» Absolute differences - Lahr and de Mesnard (2004); Matuszewski et al. (1964);
Lahr, (2001); Jackson and Murray (2004); and Tarancon and del Rio (2005).

» Square differences - Almon (1968); Friedlander (1961); Jackson and Murray (2004);
Huang et al. (2008); Kuroda (1988); Jacksch and Conrad (1971); Harthoorn and van

Dalen (1987); and Minguez et al. (2009).

18.61 The solutions to these optimization methods can sometimes be very complicated
if external information and/or potentially conflicting data are added. The works of
Harrigan (1983), Harrigan and Buchanan (1984), Zenios et al. (1989) and Nagurney
and Robinson (1992) are good examples. The combination of equality and inequality
conditions, for example, non-negativity, require quadratic programming methods and
solving bounded constrained optimization problems that notably complicate the
scheme. Within this context, the KRAS method provides a RAS variant able to deal
with conflicting external data and inconsistent constraints with less programming

requirements and long run times than in general constrained optimization methods.

18.59 Z 9 L7= 2 DOREZRET H7-0, B Z21E Huang et al. (2008) <°
KXo THBEHEZETET S &, AE~OXIGE

Temurshoev et al.

P 5 DERFFDS FIREL

(2013) |
i85,

18.60 7R~ 2 A 18. 1 1%, FIFHAIRE A SCIROD H 7 & 4k % 72 BEELC 555 < Feaiifb,

EEVANT v LD THD, —KANZE > T, ZNUBITLLTD 22125

b,

- #%4 2 —Lahr and de Mesnard (2004), Matuszewski et al. (1964), Lahr
(2001)

- EHZE—Almon (1968),

Huang et al. (2008) . Kuroda (1988) .

Jackson and Murray (2004). Tarancén and del Rio (2005)

Friedlander (1961). Jackson and Murray (2004).
Jacksch and Conrad (1971) . Harthoorn

and van Dalen (1987). Minguez et al. (2009)

18.61 AMIIEHRBIENNCHET 27— BN MENns &, 2 b ks
DFREIIIEF IR b D L7 D 2 L3 5, Harrigan (1983),
Buchanan (1984) . (1989) .
RN Z DI T I D, Gt & REXFMOMAE DY GEAMER L) X

AF— L& SN D ZEHENE & A RO & Bl bR A 3
T D, ZOXI BB OT, — AR HIRIM E REKIEL Y b7 R 7T A
BN 72 < FATRERI2NE < TH T KRAS JEI%, FET AT —4 &L —5&
PED R OHIFNC KL T 5 Z L 3 TE D RS IEOE R 1R 5,

Harrigan and

Zenios et al. Nagurney and Robinson (1992) &

1046




4. Proportional scaling methods

18.62 The basic idea of proportional scaling methods is to correct a given matrix
row-wise (and column wise for bi-proportional methods) with a diagonal matrix of
correction factors. There are proportional scaling methods that are not based on the
minimum information loss principle. A few of them are one-sided proportional methods
in the sense that the scaling is only made either on rows or on columns, for example,
Matuszewski et al. (1964), Tilanus (1968) and Timmer et al. (2005), and the others are
bi-proportional techniques. The former methods provide inefficient estimations since
they make adjustments just column-wise or row-wise. Moreover, the EUKLEMS
method covered by Timmer et al. (2005) requires somewhat arbitrary adjustments to
make SUTs consistent with respect to the derived product total outputs covered by
Temurshoev et al. (2011).

18.63 Eurostat has developed a set of guidelines for the estimation of missing SUTs
and 10Ts of countries in order to estimate single European and/or Euro Area SUTs and
IOTs using a proportional scaling methods based on current and/or previous year SUTs
and I0Ts and/or available valuation matrices. The set of guidelines are covered in

Rueda-Cantuche et al. (2013b).

18.64 Another bi-proportional scaling method is the Path-RAS method covered earlier.
This method is meant to be used whenever rows and column totals are missing and
can be applied both to SUTs and IOTs. This is covered in Pereira et al. (2013) and

Pereira and Rueda-Cantuche (2013).

4. WHIRT—) T

18.62 IR —V o ZIEO IR 23 2 F5 1, M ERE O AITHZ
THT GO EATHIICHRIIET 2 & W) b O Th L (ZARETITIF M bl
1E), IR —Y » ZECER/NMERBRIFANCES RN b ORH 5,
Matuszewski et al. (1964), Tilanus (1968), Timmer et al. (2005) 72 &,
ZDIHLDOEONIAT =V L TPTATFNC L TORTOND LWV E
IRCTHARETHY . TN DITZEREETH D, #i#E 135G MTSH
1D % FHHES L7280 15 DAL D HEFHIFNEN TH L, & 512, Timmer et al.
(2005) |Z & % EUKLEMS {%i%, Temurshoev et al. (2011) Tim U HAL7Zi@Y |
W SN AEFE ORMEL EMHGHERENEST 5 L5 OBREW i 4

‘/\Z‘g&j—éo

18.63 Eurostat (324 ]/ Ai4E O AFREE HIZR M ORAPE IS &R AT RE 72 3R A
~ U w7 ACESE, WHIAT—) v 7 EEFIA L TERMN R —a ok —
AR L OB AFEHE 2 /RS2 2 2 BN E LT, RET HEEOMLG
2 R OB APE N E 2 HER T D720 0 —#H O 2 WE Lz, Zhs OiEst
IZ Rueda—Cantuche et al. (2013b) IZFRESAL TV 5,

18.64 & 95— 20D ZEEEITIEITINY LiF 7z Path-RASTETH D, ZDH LI
TEFNDOEHBKE L TODHAITHNS Z 2B S, ek AR A
PEMRDOW F T2 Z LR TE D, Pereiraet al.
Rueda—Cantuche (2013) TEKLINTWV25,

(2013) & Pereira and
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18.65 Finally, the new changes in the accounting systems like in the 2008 SNA and
BPM 6 bring new challenges in the field of projections of SUTs and I0Ts. One of the
most important challenges for research policy analysis is to avoid a break in series of
SUTs and |IOTs because of changes in the classifications of products (CPC) and
industries (ISIC) and/or a change in the methodologies, such as those introduced with

the 2008 SNA.

18.66 All the methods mentioned so far assume the same classification and
methodology both for the initial and the target SUTs and I0Ts. Eurostat and the
European Commission’s Joint Research Centre developed an algorithm, RACE,
(Rueda-Cantuche, Amores, and Remond-Tiedrez, 2013) to convert SUTs and IOTs
from old classifications of products (CPC) and industries (ISIC) into new ones. As
expected the results depend on the specific bridge tables of each country, whenever

available.

18.65 fxf%1T. 2008 SNA %° TEISIN X ~== 7 /L5 6 it (BPM 6) ] 73 & Ofk
FHAROBET, AR & RAENRO TRICH =088 E b =57, bF
WBURGHTIC L o> Tl b BERME O —2I1%, Y ([FEAEEY S
(CPC)]) LpEZE (ISIC) IR DDA FER, 2008 SNA THA SN X 9
IR IERR DL DT DI, BEFGHEFI R & & AFE IR gtk 23 Wit S 41720 &
NCTDHENHZETHL,

ZIVETIZRARZZATOHIEZ, MR AE & BAFEHEZROYIHIR &
=0y PROELLIZEBWTS, MUSEE HiEwmaAifzs LTS,
Eurostat & MKINZ B & ILFEMFIEE > Z —I1L RACE & W95 7T Y X4

(Rueda—Cantuche, Amores, and Remond-Tiedrez, 2013) ZPBA¥E L. fA&{EH
K ERAEHEDOAEY (CPC) LpEF (ISIC) OHHZE WL DNGH L
LOILEBRTE D LI LT, THREINDZETHHN, TOMRIE FIHF
RETHHIRY) SEOMEBIOFEE LERITEKSF L TV D,

18. 66

5. Modelling-based methods

18.67 The modelling-based methods are not based on minimization of some distance
function or some information loss principle, but rely on modelling assumptions that try
to capture the changes from the initial to the target tables. By construction, the
projected/estimated SUTs and IOTs are those that minimize some distance function or

some information loss principle subject to some constraints. However, it is not

5. ETYUJICEICHE

18.67 E TV v ZITHEAS < JF kIR BRBERR RO AR R R oD d/IME & BT &
T2 HOTIEROD, FIRNS X —F Y hEAOE(LEREL LS & T5E
TV THREIKFEL TV D, TOMER L, FRI%G/HEEHE O R & &
NFEMZRIT, AT 5 O HIFNHE > THBEERIECC S A R & o MET 2 6
Thbd, LnL., TRIG/MEFZEORDBEICEIL TWD &0 S RIEE AR,
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guaranteed that the projected/estimated tables are going to be close to reality. de
Mesnard (1997 and 2004b) interprets this gap between projection and target tables as

a measure of structural change.

18.68 It is interesting to note, Minguez et al. (2009) showed with CRAS that using
multiple region-specific tables may improve the updated results except for the case
when the structural change, for example, oil price hikes, have to be projected. Then,
the best outcome is likely to be obtained using only the most recent tables.

18.69 In this sense, some authors have proposed modelling approaches to the general
balancing/projection problem instead of the broadly used conservative approach of
minimizing information losses. The extent to which those modelling hypotheses hold in
detriment of the minimum information loss principle depends very much on the way
NSOs actually compile SUTs and I0Ts. If they are compiled by looking at the structures
of previous years, it may be logical to think that modelling based methods will not likely
perform better than their counterparts. The Leontief price and quantity models are used
in the TAU-UAT method as covered by Snower (1990), while the Leontief quantity
model alone is used in the EURO method covered by Beutel (2002) and Eurostat
(2008), and the SUT-EURO method covered by Beutel (2008) and Valderas (2015),

whereas Kratena and Zakarias (2004) used econometric methods instead.

Mesnard (1997 KON 2004b) %, THIE X —47 v hEOBICH D Z DX H 7
Y v T EAEE ORI MR LTV D,

(2009) |3 JEUimATAR = 72 & DOREIE
ZAbZ TR L2 UTe B e WGE 2 BRI, A ORI HskF o4 1 25 58T
BOFERE R ESEDAHREMENH D Z &% CRAS IR L > TR LT, F72, &
FORMPITELDORDOA LT D 2 L THLID ATREMED @,

ZOXEIBREWREWVIND, —EORmMCHER LKA T )
FRIORMBEIZH LT, ISKFIHEN T D IFRBRR/IMEE WO ko7 7 m
—FTF e, FT VT - T 7a—FEREB LTS, R/MERERRR %
HRTET ) U I EN EDORRERANLT 5 0%, EREFH RS AR & #
AFEHR AR T D EBEO FIEICRE KT 5, AR OIS A ZE L TE
EINTWDERD, BT U U ZICESS FIENERDFTIEX Y EINLTND ]
REPEIZIRNE B X 20N EGHATH Db LILZR VY, Snower (1990) (K5
TAU-UAT (£ TlE, LA U F = Zlikg « MEET VBV B4, Beutel (2002)
J. O} Eurostat (2008) 12 & % EURO ¥ & Beutel (2008) KUK Valderas (2015)
I2X % SUT-EURO & TiE, VA F = 7PEETANEERTHO LA TWD,
—J5. Kratena and Zakarias (2004) | &RFET L 2DV ITHNTND,

18. 68 HHBEIEUNZ L2, Minguez et al.

18. 69

6. Manual balancing versus automated balancing
18.70 The projection models described above could provide some useful elements to

consider for the regular compilation of SUTs and 10Ts, in particular during the

6. BEINSUIUTEFENGIUOUT
18.70 Ll L72PHIIEIE, BHafE R & RAEHEZOWBE OMEK, &0 b1
NG o7 - Tav AR LT, BETNESEOSPOAMRERNZETT 5

1049




balancing process. There are differing viewpoints with respect to the use, and the
benefits, of manual balancing versus automated balancing. There is an argument that
automated balancing will yield superior results compared with any manual balancing
that does not explicitly optimize a distance function covered by Stone et al. (1942). This
view, however, is not shared for example, by the majority of NSOs who compile
National Accounts and SUTs and IOTs. As Dalgaard and Gysting (2004) pointed out,
“... based on the experience that many errors in primary statistics are spotted in the
course of a balancing process that is predominantly manual, compilers are typically

convinced that a (mainly) manual balancing process yields results of higher quality...”.

18.71 Irrespective of the different viewpoints, there is no doubt that some sort of
automated balancing is unavoidable when many periods have to be rebalanced
following a comprehensive revision. The same is generally true if SUTs and I0Ts are

compiled in connection to provisional figures of the National Accounts system.

18.72 Hence, following the lines of Lahr and de Mesnard (2004) and Miller and Blair
(2009), it would be advisable that producers and users share more knowledge and
experiences with each other, especially covering data reliabilities and complexities of
subjective reliability assessments into the existing mathematical projection techniques.
Incidentally, this chapter provides a good step in this direction, where the aim is to get
mathematical techniques more often combined with survey data, other data sources

and/or expert opinions on certain key elements like rows, columns or individual cells.

ZAHS, FINRT o7 AT U T ORI ERIRIZOWTIE, B
% RIFIEE L TV 5D, Stone et al. i Loy | EEERAR A 1T -
X0 L IFEE(ELRWTFEINT U U SRS & BEINT U T ER
R E DL T E VW IEmAH D, L, ERRFREZHEE L, a6
M EWAEHERZERT 2K EOEFERARORLSEITIZOR G 2AL
T\, Dalgaard and Gysting (2004) AMEHG L7V | [ FEZ2 b &
TONTG T s T AOBBR T, —IKHEFHIZ K DFRY BR2O0 5 L
IR D | AERE T RIS (E& L) FRONT L7 - FrERDS
MWEVEDOEWERZBTEOTLHRIEL TV D

(1942) 7

18.71 QWHEZRWEZZ T TE L DI EZ VAT A LRTITR B0
By ED XD BRBRITSLONTEAD Y 22 (OO BEINT o THART]
BECTH D T LITEEW R, HEGEE AR & A FE R A E BRI R O E
HAIEIER SN TV D56, —RKIZALZ ENE 2D,

18.72 L7223-7C, Lahr and de Mesnard (2004) & Miller and Blair (2009)
DWFFEZEEE 2 AR, 1B & 2 — P —1X X W < Ok & R A2 B f
L. FHCBEFEORCFH T HNE O FBAVEERHEIC DWW T T — 2 OIS M & F
PEERFT D ZENEELNEA D, B, AEILZ 5 LI F T2 D
BE—HEZRL WD, ZOHIL, RET —F, ZOMOT—5% Y —2 17T -
Fl - @ADL D e O FEERICET 2 HEMERLE L 2 lAbb
BT, BANEIEAERT LW 2 Th D,
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D. Numerical examples

18.73 This section presents numerical examples for three of the methods described in
the previous text: the GRAS, SUT-RAS and SUT-EURO methods. These methods
have been selected on the basis of their easy and simple implementation; different
types of external data needed to operate, row and column totals, column totals only
and none of them, and because of their better performance when compared against
other similar methods.

18.74 There have been many articles testing the RAS method against various RAS
variants and other constrained optimization methods. As mentioned earlier, Szyrmer
(1989), Gilchrist and St. Louis (1999), Lenzen et al. (2006), de Mesnard and Miller
(2006) and Minguez et al. (2009) showed that the introduction of known partial
information improves the results of the RAS-type projections, for example TRAS and
CRAS.

Moreover, the RAS method has been assessed against entropy theoretic methods as
covered in McDougall (1999), various constrained optimization methods based on
distance measures such as in Pavia et al. (2009) and Tarancén and del Rio (2005),
and econometric methods covered in Kratena and Zakarias (2004). The results

generally favoured the RAS method against the other alternatives.

D. HuEH

Zov7varyTE TRETIZHMA LI GIED 9 B GRAS 74, SUT-RAS
U%, SUT-EURO ¥£D 3 DD HIEIZ DWW THUIESI A7~ T, 2 b D HiEEZR LT
HEIL, FITRRGPOBMTH L Z &, B L2 D907 — X OFEN e
5L (TLHoEdE FOHOER, WT bR L), fOFELIE L O g
TRERNMENLTWVWD Z EIZH D,

18.73

18.74 RAS {EZAFDIRENZ2 RAS 1AL DA DK & Fiifbis & i L
Toim 3 E < B 5, T TICIR~I2iEY | Szyrmer (1989), Gilchrist and St.
Louis (1999). Lenzenetal. (2006). deMesnard andMiller (2006), Minguez
(2009) 1%, BEAEOW AR fE#ME IR ALD Z & T, TRAS 155X CRAS

HEEWSTZ RAS RO FRIFE RN M L3562 E&2R LTz,

et al.

X 52, RAS ¥£1% McDougall (1999) Tim U b= b B —#EH1A, Pavia
(2009) K X Tarancon and del Rio (2005) 72 & CHY ki &7 iEHE
HEEZ A < BFRO KN & faiEifkis, Kratena and Zakarias (2004) TH
NIZEHRERFE PRI TE L Ol TIME S T D, R E LT, RAS I3
B HIEL Y DL TEL TV,

et al.
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18.75 The GRAS method also outperformed certain constrained optimization methods
based on distance measures (see Murray 2004, Oosterhaven 2005, Stramman 2009
and Temurshoev et al. 2011), proportional scaling methods (see Temurshoev et al.

2011), and other modelling based methods (see Temurshoev et al. 2011).

18.76 Concerning those methods dealing with SUTs instead of I0Ts and/or technical
coefficients, Temurshoev and Timmer (2011) and Valderas (2015) demonstrated that
the SUT-RAS method outperformed the SUT-EURO and EUKLEMS methods
whenever industry output (column totals) is available. Nevertheless, the SUT-EURO
method can still be helpful over the SUT-RAS method to project SUTs and IOTs
whenever row and column totals are missing provided that the SUT-RAS method

cannot handle such case.

18.77 Based on the considerations above, the GRAS, SUT-RAS and SUT-EURO
methods were selected to show numerical examples of projection. The GRAS method
is applied to the situation when row and column totals are known. The SUT-RAS
method assumes unknown product outputs (row) but known industry outputs
(columns). The SUT-EURO method is applied to the case where both row and column

totals are missing.

18.75 GRAS ¥£b . PREENIES 2D < ReE Ol & i@ bis (Murray 2004,
Oosterhaven 2005, Stremman 2009, Temurshoev et al. 2011 ZZ&fR), A=A
ZOMDET Y IS
2011 #Z2H) K VENHEREZRLTVD,

sr—1 71 (Temurshoev et al. 2011 Z&MR) .
< F¥E (Temurshoev et al.

18.76 B APEHIER Tid7e < BaEE AR 2] 5 HIESHATRE A ] 5 HIEIZH
WL, Temurshoev and Timmer (2011) & Valderas (2015) 723Gl L7218 Y |
PEEDEH FIEFEH NAFARETH LHRY . SUT-RAS {ED J77)3 SUT-EURO {4 &
EUKLEMS {5 &L 0 BN REREZ -6 L, L, TRFHESIGFBAREB L
THEY ., SUT-RAS{ENRE 5 Lo — ARG TE ZeWIGE1E, SUT-EURO 50> )7
DGR & BAPENEZ THT 2 DICSUT-RASTEL D 2G5 HTH L7
%9,

18.77 LR OMFIFHEAZEE 2. FHOBERF & LT GRAS i, SUT-RAS ik,
SUT-EURO VEA B L7z, GRAS JEITAT L FNDEFABEROLGAICHEH S b,
SUT-RAS YEIZAEW DOFEN (1T) MRRFT, EXEOEN B) HEEMTH D Z
& xR E LT 5, SUT-EURO IEITAT EFIOGFAH G & b R L TWDH5GE
WA S D,
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18.78 The numerical examples are based on the set of data presented in Box 18.2. The
Box shows the SUTs and IOTs for Austria for the years 2005 (base year) and 2006, at
basic prices. The official SUTs have been aggregated to four products and three
industries which make them rectangular with more products than industries. The
amount of taxes less subsidies on production paid by the agriculture industry has been
changed into negative for illustrative purposes. The GRAS, SUT-RAS and SUT-EURO

methods are applied to selected tables in Box 18.2.

18.78 HMEBNIAR v 7 R 18. 2 1T SNTc—#HDT —F ZFKLICLTWD, ZD
Ry 7 ATRSNTWDHOIE, 2006 4 (JEHELE) & 2006 DA —A R T D
fAGHE SR & BAPEHZER EARMNE) Th o, ARXOUFEHEHRIL 4 SO4RE
W& 3 ODREEICEFT SN TEY, EELY BAEEDDO T NZWEROR L
S TWND, RENTHASTAFEICRINDBL (ERMBI4) (X, S L, Al
ICEMEINTWD, Ry 7 A 18.2 OFEINIFLIZFRKIT GRAS {5, SUT-RAS ik,
SUT-EURO {£ %16 M9 5.

Box 18.2 Supply, Use and Input-Output Tables for Austria, 2005 and 2006

RyHR18.2 F—Z by T ORMBERRE & A S (2005 4 & U 2006 £F)

18.79 The numerical example of the GRAS method is based on square tables (IOTs)
and the SUT-EUTO method relies on square SUTs. For illustrative purposes, this
Chapter focuses on the construction of Industry by Industry IOTs instead of using the
official Product by Product IOTs because it is more likely to know the projected industry
output control totals rather than the projected product output control totals. In addition,
it has been assumed fixed product sales structures (Model D) in the estimation of the

I0Ts.

18.79  GRAS IEDBUEBNIIETTTE D AFEHFIZ A & | SUT-EUTO £ DEfE 5
TIEHEOMEHEARICE SN TS, F L RETIEXZR A EY X A #EY)
DEAPEHE TIIR L EEXEEDOBEAEHZEOERITEREZ Y TTND,
ZhUE, PENCEE L CAEERO Y fa—)b s h—=Z L ARPEMTH D L
DY, EEEHOaY ba—L s h—Z LV ABREEEITH D ATREMED T 03
H5Th D, Mx T, WAEHKROHEZ CIIAEEYBEREER ERE (&7 /1 D)
BHWLIRTND,

1. Generalized RAS (GRAS) method
18.80 In this example, the GRAS method is applied to the IOT for 2005 to project the
IOT for 2006 when the row and column totals are known for 2006. The estimated IOT

for 2006 is then compared to the real 2006 10T of Box 18.2.

1. Generalized RAS (GRAS) %

ZOBNZFR T GRAS HEIIAT XD EFHIBERI TH % 2006 FE DR AFE
3R &2 TR 572, 2006 FEOBAFEHRICHET STV D, I, HEGHSh
72 2006 FEDOFAPEHFE Z, R v 7 A 18,2 [Tk LTz 2006 4EDEER DO APE H
LR L TV,

18. 80
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18.81 In order to run the GRAS method, the following steps must be followed:
Step 1 The I0Ts (T) must be split up into a matrix P with non-negative values and a

matrix N with negative values in absolute terms, see Box 18.4. This implies that:

T=P-N

Step 2 Assuming a vector r of one’s as the starting point, calculate:

g
',Uj(?") = 1-1"1-’)1; Ellldn}(i’) = i, 1 r:

_—
= vt IL‘—-th(r ni(r)

Step 3 Calculate: sj=
Ipjiry
being vj the projected column totals. Note that, Temurshoev et al. (2013) proposed a

different formulation when p;(r) =0
My
Step 4 Calculate: pi(s) = Zj=1Pijsj and ni(s) = J_lf

Step 5 Calculate a new vector rsuch that:
ri= utJui+spilaings)  peing ui the projected row totals.

sl

Note that, Temurshoev et al. (2013) proposed a different formulation when. p;(s) = 0.

Step 6 Repeat Steps 2-5 until the difference between the sj's obtained from the (k +

1)-th iteration and the sj's obtained from the k-th iteration is less than a certain

18.81 GRASIEZEMT HICIE. LTOLREZFET LTI B 220,
IfFB1 ®AFELEE (T) Z2AMEDRW< N v 7 AP EAEEHRHEIC L2~
FU w7 ANIZHEIL 2R S0 Ry 7 2 18.3 M), L7=0- T,

T=P-N 7%,

IfB2 1T ASINERY Mrvr ZHBEEEIREL.,
p;(r) = XL np;jandn;(r) = {-%%%Téo

T#E3 THROIGHZyE L,

sj= TR 2= 7 Temurshoev et al. (2013) 1xp;(r) =0 o

Zpyiry

BRI DAL T L TWVWDEZ EITEE LW,

By

T4 pi(s) -DmPusamdm@) =TTt poaperg s

IE/5 FMEOGA L L, pi SR

Ipus)

LB olc, LY Mra2 R T 5, Temurshoev et al. (2013) (&

pi(s) =0. THHPHEDERDBEREIR LTINS Z &

WICHRE SNz,

ITE6 (k+1) MAODAZL—varTHEbhis tkRIADA Z1L— 3

VTR BN DEN, AT ORI T —E ORI

(Bl 21X 10°) % FE
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threshold (for example 10’8) for all the elements.Convergence needs to be guaranteed.

Step 7 Construct the projected table using the following formulation for the k-th
iteration:

ny
ey () — s

tij =

18.82 Box 18.3 shows the numerical results of the first two iterations and the projected
IOTs after 11 iterations (or imposing a threshold of 10-8). It is remarkable that the
projected IOT for 2006 provides almost exactly the same official GDP of the year 2006
and that its weighted average percentage error is 1.7 per cent when compared against
the Industry by Industry I0Ts (calculated using Model D, Eurostat (2008), Page 347) for

Austria for 2006.

HFE T, LR 2~5 i 0 iR$, PORDPPRIES MR ITHIER By,

IR T klBHOA XL — g 02k L CUA TR E ., FHlIZE 2 1ER T
50

ti = ri(kdpsjs;(k) ry{ks k)

18.82 ARy 7 A18.31%, HAID 2EBIDA X L— 3 > OfEFEFR &, 11 A H
DAL L—a Ut (T 10° ORIEZFR L72%) I8 TRl S RAFEHER D
BEREREZ R LTS, EEICET A0, TR 2006 OB AR H#R
2 2006 FEOAXMEHEIZIEF L P 2R AR L TNWHIEE, A—A BRI T D
2006 = DFEHE X EE DT AFEHZE (F7 VD &V THEFE, Eurostat (2008) .
347 R—) CHELIHAIT, MEVEE A=t FEER LT% THDHZ L
T D,

Box 18.3 Results using the GRAS Method

Ry Z18.3 GRAS EZZFRLV-#ER

18.83 Box 18.4 shows a flow diagram of the GRAS method for updating IOTs.

18.83 Hmw 7 A 18.4 1%, WMAFEHEDOHEHIZ GRAS X HWAHEED 70—
F¥—hFTbhb5s,

Box 18.4 Flow diagram of the GRAS method

RyHX18.4 GRASEZDZ7A—Fv— bk
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2. SUT-RAS method

18.84 The SUT-RAS method consists of adjusting SUTs to new column totals but
unknown row totals. In this case, the SUT-RAS method is applied to the 2005 SUTs in
Box 18.2 to project the SUTs to 2006 with information on the column totals for 2006.
This means that, for the projection year, the following information must be available:
industry outputs; GVA totals by industry; totals of final use categories; total imports; and
total taxes less subsidies on products. Note that the version of the SUT-RAS method
presented here has been adjusted to separately account for taxes less subsidies on

products.

18.85 The matrix can be rectangular as shown in the numerical example. Moreover, we
use an integrated 10 framework for the joint projection of SUTs as shown in Box 18.5.
This framework can be split up into three different matrices: domestic intermediate and
final uses (d); imported intermediate and final uses, extended with an additional row
accounting for taxes less subsidies on products (m); and the domestic supply table or

transpose of the supply table (v).

18.86 To run the SUT-RAS method, the following steps must be followed:

Step 1 As in the previous case, the initial table, F, must be split up into a matrix P with

non-negative values and a matrix N with negative values in absolute terms.

This implies that: F = P— N. In addition, the matrices P4, Pm and Pv are separately

2. SUT-RAS i%

18.84 SUT-RAS {EIIBHAFEH R ZFE L TH LWIIEGH 2RO D 6 DIEN AT
ARHIRIMTH D, Z 2Tl AR v 7 A 18.2 @ 2005 O HEIC
LA L, 2006 0 FNEFO A FH T 2006 FFO R HE 2 TRIT 5,
O, HEFHFEICOWTAFARE TR T IUZ e AV ERIT, FEEOEH,
PESERI DA IMIE, BER DT TV —DAF, REA, AEEDICIREND
Bl (PEBRMBNA) OAFTH D, Z ZITEE# L7/ S— 3 0 SUT-RAS ¥4I
EFEPNCR S L DB (PEBRAIBIE) ZRIEICAEE T 5 Lo ST D,

SUT-RAS

18.85 FUEBIZR2EY . ~ MV v 7 R L RDTEAH, EHIT, Ay
7 A 18.5 \IRLTCE Y | B ER ORI FHICIIHERAEL 7 L—A U
— 7% RN TWD, 207 L—AU—2 % [ENPHE - E&EER (d) ), T45E
MIZER S DB (PEBRAEBI4) A WLER3 2B 001TIZ X - THEok S a7 AR
- B (m) ), TEINEEG R SUTHHE R DliRE
Bxns,

(v)] ® 3 SOITFNT 5y

18.86 SUT-RAS {EZEHT A27-0121X, U TFTOTREZFET LTI

U,
I8 kor—x L[k PHEFEZAEDR W~ N v 7 AP L AfEZExt
L7z~ b U v 7 ANIZHE LR UL 70,

L7=2->T, FFP-N& 725, Ix <, TENER (d) ). TAREHEOAEEY
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distinguished in matrix P and N4, N™ and N in matrix N to denote the part of the matrix
accounting for domestic uses (d), imported uses and taxes less subsidies on products
(m) and supply of products by industries (v), respectively. The dimensions of the
matrices are in this example: (4 by 5), (5 by 5) and (3 by 4), respectively, both in
sub-matrices of P and N. The vector of product imports for the base year is denoted

with m = {m1, mo m5}

Step 2 Set a vector s of one’s (5 by 1), another vector rv of one’s (3 by 1) and a scalar
r= 1, as starting points, calculate vectors r¢ and rm with dimensions (4 by 1) and (5 by

1), respectively, as follows:

Step 3 Use vectors r? and r™ obtained from Step 2 to compute new vectors s, rvand r,

with dimensions (5 by 1), (3 by 1) and (1 by 1), as follows:

—
x+ [+ 4[24, 20 (2t )
S B

= 7
' 2py B

r
r|

-
By + _‘| uf + dpl‘n_."

(CIRS N OB (PERRAIENGE) (m) ). TREREBIOEEMMLE (v) ) (ITRIST 21T
Yy RrTHID, ~ 8 v 7 APTIEIPY, Pr, P2, ¥~ U v 7 ANT
[INd, Nm, NvEZNENEBIL TS, ZOFTIE, v~ U v 7 APKUND
5 CIRIEEDY (4X5), (5X5), (3X4) LlpoTW\Wb, EEEDEEY A
X7 Mvidm = {m, m, -my} LRIND,

T2 10O~xX7 ks BGX1), $9—2D 1 OX7 Fbyy 3X1), AHT—
r=1 ZHFE & L THRE.
PIFom@Y HET 5,
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I8E3 TRE2THELNERY bardbmZERHL, (5X1), (3X1), (I1X1)
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d m

5 _ w4 .d.d 5 m..m .5 _ T4 5 My
ZHEDIGEE o DIy _Ei=1r_d+z.i:=1.?
L

Where

and MT is the overall sum of imports plus taxes less subsidies of the projected year.

Step 4 Repeat Steps 2 and 3 with the new revised vectors s, v and r until the
difference between the r¢ of the (k + 1 )-th iteration and the r< of the k-th iteration is
less than a certain threshold for all the elements.

The same must apply to the elements of . Convergence needs to be guaranteed.

Step 5 Construct the projected table F and its components, F¢, Fm and Fv, using the

following formulation for the k-th iteration:

d
3 = i pl ) - e ——
T LIt :'Fu slk) ":E:'E:l-"_nik:l

-

pmo_mee e T

Fey L] Pay 5_!-.*) rnm:*-' -"_.:'.'E.l
v TOORY 1) n,
WAk o)

Step 6 Eventually, the elements of the projected vector of imports and taxes less
subsidies on products can be derived from either one of these two equivalent

mathematical expressions:

T = =Z{r
EIO AL

J=1

a
ny

= nr
o2 L P = Iianpl + S el =B+ g

T 0. MT BHFHEORA LB FERIBIE) ORFITH 2,

T4
N, RTOBEHRICHOWT —EOMIEE FH S ET, WEROH LV b
s, rAMANTTRR2 & TR 3 24V iRY, moBEHEICHLTHRCFIEE
BT B BEN D D, WHRMRIES AT hIE 2 B0,

(k+1) BIHOAZL— a0 DrdlkBEIHDA Z L—3 3 Drdd

ITE DS kFEOA XL —va U FoEXZ2#EHA L, THIEFEZOESE
Fi, Fn, Fva#iitd 2%,

d
i3 = il ) - —e——
LT LIt :'F._. slk) TF:IE:I.'EJ:IE:I

fr = k) pry 5,0k —FIT.T::_-“
k) py )y,
= T
TE6 HRIZ, b 2 oOFRZEDOEAXD > LWL h—o0nb, AL E

PEMNC AR S NS BL (BERRA B &) DO TFRIANT PAVERZEH$ 52 LI TE %,

T A
T

=t
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18.87 Box 18.5 shows the results for the first three iterations and the projected SUTs
after 20 iterations. It is remarkable that the projected SUTs for 2006 provides almost
exactly the same official GDP of the year 2006 (about 0.4% deviation) and that its
weighted average percentage error is 1.1% when compared against the official SUTs of
Austria for 2006 in Box 18.2. Eventually, the GVA components are simply added to the

projected table since they are assumed to be known.

18.87 ANy 27 A 18.5 %, D 3[EDA Z L—3 a3 L ORHRE, 20 [HIHDOA
HL—va CRICTRIS NI R R OB R 27T, HHICET 201, 7
I = 4172 2006 4EOREEEE I FR DS 2006 - DARHEFE & 1FZIEF U 6DP 2 FK R LT
WHZE (BEZ0.4%DFE) &, ANy 7 218212 L7cA—A M) 7D
2006 FEDAAXMEAAHE TR & Hlk L7z 5a1c, IEFEH A A—t > FREDR 1.1%
ThHhdrZETHD, mEIT, BEATH D LT ST MU I fE R 2R
PNTPRHORICHMIIINZ B b,

Box 18.5 Results using the SUT-RAS method

Ry ZX18.5 SUT-RAS iEZRLV=#ER

18.88 Box 18.6 shows a flow diagram of the SUT-RAS method for updating SUTs and

IOTs.

18.88 A w 7 A 18.6 1%, kAl I & B APEHF O FEHIZ SUT-RAS 1£%2
A0 7 u—F vy — K Th b,

Box 18.6 Flow diagram of the SUT-RAS method

Ry ZX18.6 SUT-RASEMDI7A—Fv—F

3. SUT-EURO method

18.89 The SUT-EURO method is used to project SUTs on the basis of a base year
SUTs. In this numerical example it is used to project the SUTs for Austria for the year
2006 based on the SUTs at basic prices for 2005. The method requires the following
information: GVA totals by industry; totals of final use categories; total imports; and total
taxes less subsidies on products. In practice, the growth rates of this information are
used instead of their actual values as shown in Table 2 in Box 18.7. In addition, the
SUT-EURO method assumes that the shares of industries in the production of
products, market shares, remain constant, see Table 1 in Box 18.7. The fully fledged
matrix can be rectangular as shown in the numerical example, although there must be

the same number of industries than of products.

3. SUT-EURO ;%

18.89 SUT-EURO i4id, FEIEEOREREHE I ZITHD < i R O PRI
bNb, ZOHEFITIEZ, A—A U T O 2005 FEOMAGMHEHE (FEAAME)
IS & ., 2006 FOUFRE AR A THIT 2DICHWHITWD, ZOHIETH
LWL SNDHEBIE. EENOMAIMBED & FH, BMEMN DT 2 —DEFEH
WA, EPFEMICERE DB (BERRMIBIE) OB Th D, EBLIE, KNy
Z18. 7T DF 2ICRLEY . T DEDMORNERDEDORD VIS
5, MZ T, SUT-EURO VEIZAEFEM D AEFEIC BT D FEED Y =7, Tleb bl
Y =2 TR —ETHLEMELTND Ry 7 A 18701 ZZH), £2TO
T —H PRA SN RITEAEBI OE Y FE & 725 5 03 EFEW &L FEEDOBUTIR
CTRIFTNIER B,
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18.90 The initial SUTs consists of the following components all expressed at basic
prices:

» Domestic and imported intermediate use matrix (product by industry).

» Domestic and imported final use matrix (product by category of final use).

» Supply matrix (product by industry).

* Vector of total GVA of industries.

* Vector of total taxes less subsidies on products by industries and final use categories.

18.91 Each one of the iterations of the SUT-EURO method consists of two steps, see

Box 18.8 for a flow diagram of the entire process.

18.92 The first step of the first iteration defines domestic and imported intermediate
and final uses, the vector of GVA, the vector of taxes less subsidies on products, and
the Supply Table of the projected SUTs. This first estimation of the (unbalanced) Use
Table (Table 5 in Box 18.7) is basically a cell-wise arithmetic average (except for GVA,
which is set to the now values of the projected year) resulting from multiplying the
corresponding growth rates to the columns (Table 3 in Box 18.7) and rows (Table 4 in

Box 18.7) of the initial Use Table.

18.90 A DHEAGHE FHZ T & THIEAME THRR SN LT DR D DK
SND,

- ERN A SR LA PR R (EEY) X EEFE)

- EP R R LA R SR (CEEM X R 7 2 —)
bR (AEPEW X HEZE)

* FEROHAIMBED &7 2 hL

- FEER R Ot 7 2V —RIOEFEMICRR S L DB (PEBRMiBIE) DA
IRV

18.91 SUT-EURO{EDHEA X L — a3 L2 DO TRENLD, T ut ALK
D7 —F ¥ — MNIOWTIIAR Y7 X 18.8 &I 70,

18.92 HIDA X L— 2 L OF 1 TRRTIE, [EHN - AR & Ol i
I~ 7 bV, AEDICGRS N DB FERMBIE) <7 hr, Pl
TS EE R OMER P ER SN D, (NNT AR AR (Ry 27 21870
# 5) ORAIOHEFHL, AT L OREIFEFYTH Y HEFHEOBIEHEICHRE
NHMAIMEZ R ). WIHERAEROS Ry 7 2 18.7 D& 3) 47 (R
7 Z18.TDFRA) \THIET HMOREZHTHZ LITL-oTRDOBN D,
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18.93 The growth rates used in Table 4 in Box 18.7, row scaling, correspond to the GVA
growth rates of the corresponding industries for which the product is primary output.
The same growth rates for domestically produced products and imported products are
also assumed as starting values. Subsequently, the total product outputs from the
projected Use Table are allocated row-wise proportionally to the initial Supply Table,
that is constant market shares, in order to obtain the first estimation of the Supply Table

at basic prices. This table is not shown in Box 18.7.

18.94 As a result, the total industry outputs and total industry inputs will not be equal
after this first step, column sums of the projected SUTs. Similarly, the GDP calculated
from the use side, 258,432, differs from the GDP calculated from the supply side,

257,346, as it can be derived from the data in Table 5 of Box 18.7.

18.95 Therefore, with the purpose of making the current projected SUTs consistent, it is
assumed that the input structures of industries, including domestic and imported inputs,
GVA and taxes less subsidies on products, see Table 6 in Box 18.7 and the actual
values of final uses of products, see Table 5 in Box 18.7, from the first step are valid.
Given this assumption, the fixed product sales structure model determines consistent
industry outputs and inputs levels, see Eurostat (2008, Model D, Page 351). This
second step ensures consistency of the industry outputs and inputs, and supply and
use of products, see Table 7 and Table 8 in Box 18.7, however, it deviates from

macroeconomic statistics, GVA by industry, final uses of categories, total GVA, overall

18.93 Ry 7 A 18.7TDRAIZCHNOLNIZMOR, §2bbITAr—I 7%
ZDEFEW & 1= B PEH & 3 B PEE ORI ORI IG LTV 5, [ERN
HPE ST AFE N ST AEWICHOW T, #HIHME & L ClE U OsRn

HESNTWVD, TDK, THlSNBEAROEED ORPEH I #Ha RIS

TFHETHAES S (T7hbb—EDHEy =7 T). ERMKETERIN
THEER DO EYOHRHEE D E LN D, ZOFRITR v 7 X 18. TIZTEHENT VR,

18.94 DI, ZoH 1 TRO%K (TSt HELosEE) Tk
PESEDEN L FEEOBRADES LRNWEA D, [AERIZ, Ny 7 X 18.7 & 5
DT —=ZPHEHINLEY . M THERF S 4172 GDP (258, 432) 1%, HEfa1{I
THERH I HU72 GDP (257,346) & Hie D,

18.95 L7ziio T, FHISHIMBENRLZESMEOH LD LT D20

1 TRTHEONLEEDORAES (FNERA LEARA, HAIMGE, £PE
IR E DB (BEBRMIBIE) ZETe, Ry 7 X 18.7 OFE 6 22M) LA
WDEHAEROFERE (R 7 2 18.7 DFK 5 #BR) 13HTH D LIES
ND, ZOWREZEE 2T, APEYIRGEHEEREET /WTREED & HEE
DOPEH EBAEZRET D (Eurostat 2008, EF /L D, 351 ~X—TBMW), # 2
TRIIFEEDEL LA, & L TAEED OGS & ERIC W TEAEA R
D03 Ry 7 Z18.7TDORT KUK S 22M) . ~ 7 m ks, EEM DA
Nt FASAE A 7 2 Y — BT DG FE, EEMICIRS DB (2R
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sum of taxes less subsidies on products and total imports.

18.96 Eventually, the total product outputs, from the consistent Use Table, are allocated
row-wise proportionally to the initial market shares in order to obtain the consistent

estimation of the Supply Table at basic prices.

18.97 The growth rates initially used are then adjusted in an iterative procedure in order
to make the difference between the actual and projected growth rates, in each of the
iterations, to be less than a certain threshold. The observed deviations (devk) are used
to correct these rates in such a way that it should ensure that if the model
overestimates or underestimates the available macroeconomic statistics, the
corresponding growth rates are decreased or increased appropriately. This is done

through the correction factors as shown in Row (4) of Table 9 in Box 18.7, which are

defined as follows:

[ider, — 1)- 100
J" —T.;J’ derg = 1

(1 — der ) - 100]°
1 ——[" - ! L e < 1

Cp =
* I' 100

where devk is actual value / projected value and € = 0.9.

18.98 The first step of the second iteration computes the projected SUTs components
as in the first iteration, that is domestic and imported intermediate and final uses, the

vector of GVA, the vector of taxes less subsidies on products, and the Supply Table. As

figha) DOEF WAL D ITTHES 2,
18.96 IRAEHIIZ, AR LG LN D AEEY OREHN 21T 517 TH)
Wiy = T ITHEIES U, EAME TRR SR OB E R HER 23
Rrohd,

18.97 WIT, ANIHNWSNTMORZ KEFIETHE L, EEOMORL
FHESNIBOROENEA X L— a3 T EOMEEZ FES X 52T 5,
FIRAIREZ2 ~ 7 v iR MR & & 7 /L AN RGN STl N L TV 255681,
ST DM OENEES & EFOb08 & T bons L H7%2ET, Blllsh
Tefm7E (dev) ZHWTHOREZEET D, ZHUIR Y7 R 18.7 DFE 9 D 4
ITEICR LTEMEREBIZ L > TIATEND DT, LLTO@EY EFINLD,

[{der, — 1)- 100]°
P 100
* l | [(1 - dewy ) - 100)
00

L dery = 1

L ey < 1

7272 Ldevi 3ERE/ FHHETH D . £=0.9 TH D,

18.98 2[BEOA XL — arDFE 1 TRTIZ BYIOA X L—3 3 2 kR
2, PSR EOESR, T72bbEN - AP L OREEH,
M2 tov, AEFEMICER SN DB (FERRMHBIA) <7 b, iR &5t
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was the case with the first step of the first iteration, the results do not ensure the

equality of industry outputs and inputs.

18.99 The consistent industry outputs and inputs are again found using the fixed
product sales structure model, which is then used to derive consistent SUTs of the
second iteration in exactly the same manner as defined earlier for the first iteration. It is
worth noting, the input structures are derived endogenously from the outcomes of the
first step of the second iteration. As a result, one obtains a new deviation vector, which
quantifies the deviation of the projected growth rates from the macroeconomic

statistics.

18.100 If the difference between the actual and projected growth rates is acceptable,
the resulting SUTs are the final outcome of the projection of the SUT-EURO method.
Otherwise, the steps of the second iteration are repeated until the projected variables
look like, closely or perfectly, those of the macroeconomic statistics. It is important to
note, each subsequent iteration starts with computing new correction factors, which are

then used to correct the growth rates from the previous iteration.

18.101 Box 18.7 shows the results of the projected SUTs after the fiftieth iteration. It
can be seen that the deviations are sufficiently small to stop the iterative process. It is
important to note that the projected table for the SUTs for 2006 provides almost exactly

the same official GDP of the year 2006 (about -0.001% deviation), and that the

BT 5, mUIDOA XL —arOF1 TREFUL ., ZORBITELOEH L
BN DFEEME 2 PRAE L 720,

18.99 PEEDPEH L WANEAETHDOE, = 2 THLAEMIGEHEERETT
NEFEALEBATHD, BIIOA XL —var TERLEOEESEFEIL
R0, 2EBEDOA X L—v 3 Th ZOET VERAW TSI
MRELEHT D, BESNDOEF, RAEEN 2EBHOA X L—a D 1
TROEENPONEMIZEHIND Z L Thb, fiFke LT, FrLWMRAENY
MAREHI, ~ 7 BRREFED O TRIE N ORORZAENEEL S D,

18.100 FEEEDHORE FRSNIMOROENHFRARETH LML, MR
LT HAEE LY SUT-EURO {EDO FHNC X 2 it &5, £5 T
TR, FRISHEEEDR < 7 e RFEHREOT =2 IE3 h—BT 5 F
T, 2HBDOAZ L —2a VOTEBRYIESND, BO{FAF L —a v
T, BAANCH LOHIERE AR E S, WICHIEIOA Z L—y 3 U THRL
OO EICHNEINL S Z LT E IV,

Ry 7 A18.T1%, 50 [HHDA ¥ L— 3 VRISl S Lz e fE A
ROFMRERLTNWD, ZORAT NS, KiET v A%HIETE S
ZEBGDIEA D, ERIET D01E, FHIS L 2006 O UG EEHIZE D
2006 FEDOAHFH L IZIEFE U GP 2R R L TND Z & (BXZ0.001%DIRZE)

18. 101
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weighted average percentage error is 1.8% compared against the official SUTs for

2006 as in Box 18.2.

18.102 The convergence in the SUT-EURO method can always be found by changing
the tolerance level (¢) until convergence is reached. The last important point
concerning the SUT-EURO method is that it requires that the number of industries and
products have to be equal. Thus, even if the SUT-EURO method distinguishes between
products and industries, strictly speaking, it does not allow for rectangular SUTs

estimation.

LRy 7 A 18. 2 1ZR LT= 2006 AEDARMERAE I Z & i L7-38-Alc, InE

W= FREN 1.8% THDHZ L TH D,

18.102 IR EM SN D E THAE (e) ZMIET D Z &2 Xk - T, SUT-EURO
EOWRAE SR M T 2 LR TE 5, SUT-EURO {EICBIT B ik DE /R A A >
M, PERE L AEEDOENRFE L TRIUIRERNEN) Z L ThHDH, LI
T, SUT-EURO ¥ENEREY L FEEZ XL TV e LTH, BEIZE AT,
T DUEAE R OHEFHIFFAE S 1720,

Box 18.7 Results using the SUT-EURO method

Ry R 18.7 SUT-EURO iZZFALV-#ER

Box 18.7 Results using the SUT-EURO method (continued)

Ry ZX18.7 SUT-EWRO EZAL-HER (&)

Box 18.8 Flow diagram of the SUT-EURO method

RyHZX18.8 SUT-EUROZEZEDZ2RA—Fv¥—k

E. Criteria to consider when choosing a method

18.103 There are various reasons for projection of SUTs and |OTs for policy research
analysis and there a many methods available for such purposes. The choice of method
is not trivial and is mainly influenced by a number of factors including: the scope of the
SUTs and I0Ts, the price valuation, the classification and methodology, the availability
of information, the minimum information loss, and the overall objective of the projection.

These are elaborated below.

E. FEZEBRTHERICBREHIREEE

18.103  flfaf IZR & A PEH e O FHNTIXBORFAA /0T L oOkk 2 72 B EYA
HY . D L BIZE O FIHATEE 2 FIEITEE <AFEL TV D, HIEDRER
FEERZLETHY, EELTRIZETD LI REL OBERNOEEEZT
5, Tibb, et R & RAFEN RO, MHEFm, 28 E Sk, 1§
WOFIAATRENE, B MERBI, TROSKNZBNTHS, ZNHICZDNT
LUR CRLT %,
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18.104 Scope. The projections can be either for rectangular SUTs or for 10Ts but
presently, the variety of methods available for carrying out projections is larger for IOTs

than for SUTSs.

18.105 Price valuation. The SNA distinguishes between basic prices and purchasers’

prices, amongst other price components, which would influence the choice of method.

18.106 Classification and methodology. The use of projection methods to convert SUTs
and IOTs from older to newer classifications of industries and products and/or from
older to newer systems of economic accounts strongly influences the choice of method

due to the different dimensions between the initial and target tables.

18.107 Availability of information. There is a broad spectrum of methods depending on
the amount of information available to carry out the projections. It can vary from
missing row and column totals to having external data, either conflicting or not, on
certain elements of the target tables and/or the additional external constraints. Also,
relative reliabilities can be allocated to the elements of the initial tables and constraint
constants. The amount of information used will determine whether projections,

estimations or semi-automated compilations are undertaken.

P, TN O MG ER SUI A EH R 2R RICFATTH 2 &
INTE DD, TZRITT 572 OICH A ATRE 2 IR e R & 0 bIRAE
HBRDOTBEERTH %,

18. 104

18.105  flif&7F M, SNA IZEEAATIRS & BEAE RS 2 RFIC XA L TR Y . £
TEDOBRIRIC K EA G2 D259,

18.106 M & ikim. PESE & AEPE OO 53 S H DI B0 [E AR i 5 HRASR DO YUE
AESEZ T, BHBREHR EBRAFEHR BT 272D TFHIEEZ W2 56
(T, IR E Z =5y FROM TRICERN R D720, THEDBRITKE 25
Bk RIFT,

18. 107  fF#R DOFH ATEEME, TRIDFAT TR ATRE 72 D BITIE UL gAY
FTEPFEL TS, [TEFIOEHBKIB L TWDIEHER, ¥ —F v FROF
TEERRIBINRIEBHANC DN TINRT — % (FIET H0E0xlbT) %
AFTEDGERE, HRaxr—ANRND 51255, Eiz, PIFROEFR LK
EHUTKR L CHHEEEZ T 5 2 &N TE 5, FIH SN EROEIT,
TR, HEER CEABIREROWT IR FITINDNERET D25 9,
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18.108 Minimum information loss principle. This principle guarantees the structures of
the target tables deviates the least with respect to the structures of the initial tables.
However, this conservative approach may not be realistic enough to project a table
close to the officially compiled table. Indeed, there is a gap between the projected
tables and the actual tables that can be interpreted as structural changes deviating
from the prior structures. Alternatively, there are other less conservative methods that
rely on modelling assumptions (such as, for example, Leontief price and/or quantity
models, time series, econometrics, etc.), that try to capture the actual performance of
the elements of the target tables, for example, input coefficients. As a matter of fact,
whether they perform better than the more conservative methods only has to do with

the actual compilation practices of NSOs.

18.109 The objective of the projection. The projection problem might not be the same
between the projection of SUTs and IOTs or matrices of trade margins and transport
margins. Additionally, it might not be the same for updating tables or regionalizing
tables, or if projection methods are applied within the context of estimation and/or

balancing of SUTs.

18.108  w/NEHAK, ZOJRAITRIEE LD DIL, ¥ —F > RO & Y)
MFEOWEOTRBENIMEEND E NS ZEThD, L, THIENGRKE
AFRITHERR SN D RITEAT 5 ET. ZO/RSFNRT 7 a—F13d £ ) BLEW
TRV s LitZen, FHE, PHISN DR EEEOROMIZH L F v v 7L,
TERDOWE OB DMELLEMIRT 2 2 &N TE D, —hH, TV 7
BGE (LA F = 7flikg - WEET /v, KRS, FHERHERLE) IKFT2H
F VRSO TRVWHELH Y, Zhbld¥—7y hROEFR (FEAFRER L)
WZOWTEEOEMAIE L LS L T26DTHD, BlFEE LT, b2k
SRR TE R D bENTERREZ LT E I NE. bo X bEFEREHROE
BROVERIBITICE A S5,

18.109  FH» A9, MR & BAPFEHRLREE~Y— Y L~ — Y
OITHITIE, THIOMBEIZENR S D00 LIV, £, REEHLEED
I EI L 720 3 5560, e AR OHEF AT v v 7 OB T THINE
DHWLNL5E S, BBEITERR LS LR,
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*

Box 18.1 Methods for projection of SUTs and 10Ts

Year

Authans)

Sumpmary of mathodology

1560
1864
1568
1570
1574
2005
2008
2011
2013
203
2013

Fropostlonal saaling methods
Crsbome

Matuzzew:k], Pittz and Sawyer

() Thamus

[Efret

[Ewers

(") Timmer, Aulin-Ahmavaara and Ho
|Eurostat

("} Temurshoey, Webl and Yamano
[Fereim, Camascal and Fernandez
|Fusda-Cantuche, BEulzl, Remond-Tisdnez and AMorss

Dlagonal simiarfy scalng (DE3)
Proportional comrection method (PCA)
Statisgcal comection method (SCM)
Procedure of selecied coefMcients (PEC)
Procedure of selecied coefMcients (PEC)
EUKLEMZ

Procedure of selecied coefMcients (PEC)
EUKLEMZ

PATH-RASZ jor GLOBAL MODEL)

So0d practces guideines (GPE)]

GOnidk-Genesen and Bates
Genlan, Judge and Robinson
Gichrist and 3t Louts

Junius and Costerraven
Daigaard and Gysting

Eurcetat

Lenzan, Gallege and Wood
Temurshoey and Timmer
Rodrigues

Fernandez, Hewings and Ramos
Lugovoy, Polbin and Fotesbnikoy

|Fusda-Cantuche, Amores and Remond-Tisorez RACE
Conctralmed optimication mathaos
[based on probabilty and information theory)
Stone RAZ
Pagiimck and Wasibnoeck MRAZ
Bacharach RAZ
Sifgiin Method of double proportion patterns (MDPP)
Izralievich ERAZ

GRAEZ

Minkmization sum of cross-sniroples (M2CE)
TRAZ

GRAZ

Commodity-flow balancing algorEhm (CFE]
Method of doubie proportion patberns (MDPP)
KRAZ

EUT-RAZ

Bayesian approach for SUTs BY-SUT)
Cross-entropy based Bayesian approach (BY-CE)
Eayesian approach for I0Ts (BY-K0TH

1561

1564
1568
137
1387
1388
2001

Consiralned cplimication methods
[bacad on dictanss meacures)

Friedisnder

Mahiszewskl, Fifs and Sawyer
Almon

Jaksch and Conrad

Harioom and van Dalen
Kurcds

Lahr

Lahr and Mesrang

Jackson and Murray

Jackson and Murray

Jackson and Muray

2004 Jackson and Muray

2005 Tarancén and del Rio

2008 Huarg, Kobayashl and Tan]l

2008 Huarg, Kobayashl and Tan]l

2008 Huarg, Kobayashl and Tan]l

2008 Eurcetat

2008 Rampa

200% Minguez, Oosternaven and Escobeds

Normalised square differences [(N3D0)

Normalised absobksbe differences (NAD)

Square differences (ED)

Least squares method (LS)

Generallsation of least squanes d®erences (HvD)
Sguare [weighted) relatve differsnces (KUR]
Weighted absciute dr=nencas (WAD)

ADsoluse diferances (AD)

Giobal crange constant (GCC)

Sign-presarving absoiute differences (SPAD)
Weighied square differences (W3D)
Sipnpresenving squane differences (SPE0)
ANALS

Improved square dfferences (10

Improved nommalsed square differences (INSD)
Improwed welghbed squane d=nences (IS0
L=ast squarss misthod (L2

Weight=d l=ast squares (WL2)

Cel-comeci=d RAZ (CRAZ)

Modalling Daced msthcdc

1950 Snower

2002 Beutel

2004 Krat=na and Zakanas

2008 Eurcetat

2008 Beulel

2E Valderas

2= Wang, Wang, Zneng, Feng, Guan and Long

TALHIAT

ELRT

Econometrics based method (ECO)
ELRT

SUT-EURS

SUT-EURS

Matrix Trarsformation Technique (MTT)

Notes:

For some methods (for example RAS) there are earlier works that refer to applications not related to SUIOTs and I-0 analysis. They are

: (¥} One-s1ded proportionz] methods.

cited instead in the text for the sake of comprehensrveness.

3 |
el

—FnXi (RAS B4 Y) DoV Tk, el - BAERR-PEAER T & FEEOER

1% 7=

w9 X 18.1

BEERARERAEHROFRE

[ LT FEMOEE

EeflA o= o g
180 Ozhome Dlagoral simiiarity scaling (D22)
964 |["]) MiatusTewskl, Pitts and Sawyer Propartional comecton metnod (PCM)
182 |") Tlanus Statistical correction method (2CM)
1970 [Ekret Procedune of seleched coeSiclents (F2C)
1874 Evers Precedure of selected coe®clents (PSC)
2005 ||") Timmer, Aulr-Ahmavaara and Ha EUKLEME
2002 |[Ewrostat Procedure of seieched coesicients (F2C)
2011 ") Temurshoev, Webb and Yamano EUKLEMS
2013 Fereir, Carmascal and Femandez PATH-RAZ jor GLOEAL MODEL)
2013 Rusda-Cantuche, Beutel, Remond-TIEdrez and Amores Good practices guidelines (GPG)
2013 [Rueda-Cantuche, Amores and Remond-Tiedrez RACE

i & R

(o - SR T )

1961 Stone RAZ
1363 | Pasinck and Wasibroecs MRAZ
37 Bacharaich RAZ
1972 Smgin Memnd of doubie poportion pamems (MDEF)
isss lsrallevich ERAZ
i9&s G0nidk-Senesen and Bates GRAS
1854 >olan, Judge and Robinson MinimisaSon sum of crosz-entroples (M3CE)
139 Gichrist and 3% Louls TRAEZ
2003 Junius snd OOsiErmEven GRAZ
2004 Caigaard and Gystng Commodity-flow balancing aigorithm (CFE)
2008 Eurcistat Mefhod of dowble proportion palems (MOFP)
2008 Lerzen, Gallego amd Wood KRAZ
2011 Temurshoey and Timmer SUT-RAZ
4 Rodngues Bayesian approach for 2UTs (BY-SUT)
s Famandez, Hewings and Ramos Cross-eniropy based Bayesisn approach (EY-CE)
2015 Lugowoy, Poibin and Fotashnkoy Bayeslan approach for KD Ts (BY-H0T)

R R

(SR ET)

1851 Friediander Normalised square d®erences (NED)
1954 Matuszewskl, PRz and Sawyer Normalized absolute difenznces (NAD)
1358 Almon Square diferences (50)
1371 Jakzch and Conrad Least squares method (LS)
1957 Hartoom and wan Dalen Genersisabion of least squares dIenences (HvD)
fge= Kurcds Sgquare (welghted]) reaive diferences (KU}
20 LaFr Weiphted absoiube differsnces (AWAD)
2004 LaFr and Mbecsrard Absolute differences (AD)
2004 dackson and Murmay Global change constant (SCC)
004 JACKson and Murmy Sign-presening absolute diferences (3FAD)
2004 Jackzon and Murmay Weighted sguare dfferences (W20}
2004 dackson and Murmay Sign-preserdng square dfferences (ZPE0]
2005 Tararcon and del Rl ANAIR
2008 Huang, Kobayashl and Tanj! Improved squane differences (IS0
008 Husng, Knbayashl and Tan)! Improved normalisad square dmerences (INE0)
nos Husing, Kobayashl and Tanjl Improved walghted square differences (IWED)
008 Eurcestat Least squares method (L3)
08 Fampa Weighted |east squares (WLE]
2009 Minguez, Costerhaven and Escobeda Cell-comected RAS [CRAS)

=TT A FEEATE
1320 Snower TAL-UAT
200z Beutsl EURD
2004 Kratena and Zakarixs Economefrics based method (ECO)
2008 Eurosiat EURD
00= Beutsd SUT-EURD
25 Walderas SUT-EURD
204E Wang, '‘Wang, Zheng, Feng, Guan and Long Mairix Transformafion Technigue (MTT)

D () HERE

ETHRESALS, AENICERTLIE-Y, AL 20 TIHAXnPTEELE,

o

]

1067




Table 18.1 Categorization of methods *18.1 HEDo¥E

Projection Estimation Compiation e it ek
EUKLEMS" ELUKLEMS"
SUTs Path-RAS™ GPE" CFE™ [t Path-RAS"™" GPGE" cre™
SUT-EURC! RACE" BY-SUT SUT-EURC! RACE' BY-SUT"
SUT-RAS™ SLUT-RAS™
AD, DS5, EURD", GCIC, AD, DSS, EURO", GCC,
GRAS, HD, (1150, NSO, BY-CE CRAS, ECO AMAIS™ e | GRAS, HD, (115D, {HNSD, BY-CE, CRAS ECD ANAIS™
IOTs/A | (IPWSD, KUR. LS, MDFP, | ERAS. MRAS, MTT BY-IOT 4 (IWWSD. KUR. LS, MDFP, | ERAS, MRAS, MTT BYOT
MSZE NAD, PCM. PCS, TRAS KRAS™ MSCE. MAD, PCM. PCS, TRAS KRAS™
RAS, SPAD, SPSD, SCM, WLS" RAS, SPAD, SPSD, SCM, WLS"
TALHUAT, WAD TAL-UAT, WAD
{*} Refers to methods for which netther column nor row totals areavailable. (*) FAlrETOv-FhogH L3 ATE TRV IRg 0 Rk
(*#) Refers to methods for which only column totals are available. (**) Moo AR AR RS D FiE
The remaining methods compnse a base table and known columm and row totals of the target table. HhoFERERFE S FRHTOSHSEROS —F « PR S
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Box 18.2 Supply, Use and Input-Output Tables for Austria, 2005 and 2006

Ry P R18.2 F—R )7 OHRIMEERR & RAEHEK (2005 £ K U 2006 )

Industries Total Total Industries Total Tatal HtH 2005 E% i 20065 EE
Supply 2005 Agricul- Manuf.  Services | Ouiput | Imports | Supply Supply 2006 Agricu  Manuf.  Services | output | Imports | Supply BR  mER. 4-cz | 2E4 LN B B%  ME%. 4-Cz | BEH WA Bt
ture and const ture and const. BEE % BER ]
Agriculture 6826 6826 | 2209 9035 Agriculture 7455 7455 [ 2429 | gsss =y 6826 6826 | 2209 9035 mE 7455 7455 | 2429 sssa
" Manuf. and w  Manuf. and
3 comst. 725 172430 3320 | 176475 | 97313 | 273738 5 const 682 190892 3695 | 195269 | 105962 | 301231 siE®-mEs | 725 172430 3320 176475 | 97313 | 273788 A% wE® | 632 15082 3695 | 195269 | 105962 | 301231
£ Trade to Busin. £ Trade to Busin. .
Services 2 4433 45440 | 49875 545 | 50520 Services 2 4722 47528 | 52252 575 | s2827 B S HERF 2 4433 45440 49875 645 | 50520 BRHSHERF 2 4722 4758 | 52292 55| s2827
Otherservices | 243 4345 209547 | 214141 | 16958 | 231099 Other services 228 4968 222262 | 227458 | 18636 | 246094 Y—bake Y—ERFT
Total 7802 181208 258307 | 447317 | 117125 | 564442 Total 8367 200582 273485 | 482434 | 127602 | 610036 EORyC AR 249 4345 20547 IROLSIeN] 16558 [REOE] Eomy—eX | 228 4968 222062 | 227458 18636 246094
&kt 7802 181208 258307 | 447317 | 117125 | ses442 At 8367 200582 273485 | 482434 | 127602 | 610036
Industries Final Use Total Industries Final Use Total BB 2005 % BEER £ 20068 ER BHER
5 s & - .
Use2005 Agricul-  Manuf. Services | Dom.  Exports Use2006 Agricul-  Manuf. Senvices Dom.  Exports BRE  MER. v-EX | EARE Wb R AR MER. F-EX | BARE W
ture _and const. Demand ture _and const Demand mER £ iR *®
Agriculture 1784 2777 340 1448 477| 6826 Agriculture 2000 3235 262 | 1456 so2 | 7455 Lt 1784 2777 340 lads a7 6826 ax 2000 3235 262| 1456 s02 | 745
= Manuf. and 2 Manuf.and s =
i 987 37705 20 218 | 43014 74 550 | 176 475 % const. 1121 a5 sz 71 aw | = us [EOEE W NEH - BER 987 37706 20 218 43 014 74 550 | 176 475 sE® WE® [ 1121 45637 21410 44683 82 418 | 195 269
§ Trade to Busin. 5 Trade to Busin. ‘é;
, 3 75
Services 301 9761 S668| 27221 6924 43875 Senvices 280 1006 s02| 8331 758| 5229 el I | < R | Sk om0 w00 02| mam 7sm| ;s
Other senvices 452 18 475 57 943 | 118 725 18 546 | 214 141 Other services 443 19937 62 302 | 124 292 20 434 | 227 458 o st e G i | i PR TolY—ER 443 19937 62 302 | 124 292 20 484 | 227 458
Agriculture 115 980 141 920 s3| 2209 Agriculture 15 1102 131 1005 76| 2429 T = S R o gl e Az 5 1102 1| 100 % | 222
] Manuf. and g Manuf. and w ) —I
5
é const. 480 42 057 8228 | 28991 17 557 | 97 313 E const. 452 47 054 8599 | 29831 20026 | 105 962 < SER - MER 480 42 057 g228| 28981 17s57| 97 313 < BEE-BER 452 47 054 8599 | 29831 20 026|105 962
£ Trade to Busin. = Trade to Busin. =
Services 1 243 395 645 Senvices 1 219 355 575 = 5
7 _ EEROCHEEN| 1 209 395 645 MELOHRER 5 om 355 575
Other services 39 3 491 9 476 1373 2579 | 16 958 Other services 42 3 515 10 197 1515 3367 | 18 636 H—ERET Y—ERFET
idie i o {2 el
Taxes less subsidies a3 1 024 2720| 18 215 17| 23 983 Taxes less subsidies 5 = omsl| mm a3l 2= oY —ER 39 3491 9 476 1373 2573| 16 958 - o “ﬂl‘t < 42 3515 10 197 1 515 3 367 | 18 636
on products on products ERGLMENSE | o0 o0 470 18215 e iR | S 955  aa3s| 18731 243 [ 28 290
GVA 3736 64 683 151 173 219 602 GVA 3990 68902 159 769 232 661 () E (e
Total 7802 181 208 258 307 | 239 507 120 803 Total 3 367 200 582 273 435 | 249 844 134 709 CEEL 3736 64688 151178 219 602 i 0 3990 68902 159769 232661
@it 7802 181 208 258 307 | 239 907 120 803 ot 8 367 200 582 273 485 | 249 844 134 709
. . - BN ER BRER BAEHE % BEER
B Industries Final Use Total B Industries Final Use Total (ERXER) 20055 mE mEE —ra | @amm W pen (X ER) 20068 A% WE%. Ttz | EhEm s Bt
10T(ixi)2005 Agricul-  Manuf. Senvices Dom. Exports 10T(ixi)2006 Agricul-  Manuf.  Services Dom. Exports - wEE = G e - &
1 d const Demand & d const. Demand
L S L s =Tl - % 1789 2958 a4 1763 807 | 7802 mx 2005 341 33| 1738 s13 | =367
u  Agriculture 1789 2959 aa| 1763 g7 | 7802 o Agriculture 2005 3419 33| 1738 213 | s 367
E Manuf. and 2 Manuf. and MER - REE 989 37 281 21870 | 46830 73 688 | 181 208 HE®-BEB® [ 1121 45652 23 297 48969 81 543 | 200 582
g const 989 37281 21870 | 46880 73 688 | 181 208 8 const. 1121 45652 23297 | 48969 81 543 | 200 582 Y—pam e oo Yopam [
Services 745 27 980 51 816 | 141 764 26 001 | 258 307 services 719 29 764 66 306 | 148 056 28 641 | 273 485 TR e T =5 el =i Y s —F 2 S s
g Agriculture 117 1156 184 1 040 128 2 626 o Agriculture uy 1288 170 1110 43 2815 ,( SER - RiES 470 41 217 8368 | 28372 17 240 | 95 668 HER - RTR 443 46 129 8 772 | 29215 19 694 | 104 252
E Manuf. and 470 41217 8383| 28372 17 240 | 95 668 E Manuf. and 443 46129 8 772| 29215 19 694 | 104 252 & y—rzs 48 4403  9ess| 1871 28| 1881 H—ERR 50 4492 10340| 202 3627| 20535
£ services 48 4403 9638 | 13871 281 1883 = services 50 4492 10340 206 3627 | 20535 EMERELEE e
e e L %3 102 4720 1825 117 | 23 983 i'ﬂ” || &5 sss 4438 18731 243 | 24 290
93 1024 4720 18215 117 | 23 983 77 955 4438 | 18731 243 | 24 290 oo, L ] AR
on products on products i M 3736 64 688 151 178 219 602 BEE 3950 68 902 159 769 232 661
GVA H TG MG TGS R 5 TRUE dly) L GVA 3990 68302 139 769 232 661 3 7802 181 208 258 307 | 239 907 120 803 &8 8 367 200 582 273 485 | 249 844 134 709
Total 7802 181 208 258 307 | 239 907 120 803 Total 2367 200 582 273 485 | 249 344 134 709
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Box 18.3 Results using the GRAS Method

Matrix P Matrix N
Industines Final Use Tetal Industries Final Use
1072005 Ared | Mand, services Do Eom TS Agricul | Mamd | Sercer Do g | Total
fure nd const. Demand ture and const. Demand
H agriculure 1 e 2w a8 183 w07 7 =2 ¥ Agricalture
E Manuf. and const. w3 3r el z;Eo| as sy vsese | 1m o E Marnf. and const.
Services Ta6 17 580 61 R16 141 764 26 001 58 307 Services
Agriculture ur 115 184 1040 28| 266 € Agricukure
2 Manuf, and const. M any B38| 2z 17 a0| 95 eel 2 Manut. and const.
Services 48 4am 5 688 16891 282 | 1882 Services
Ty s it oy 1024 am| mas ur| 207 Tssexjesi s o
products | _products 1] 2]
VA 3735 64688 151178 219 602 Gva
Total TRYS 181 J0B 358 307 | 335 907 130 803 Totsl L]
teration 1
L ] _rEus 11708 8307 | gaweur  1p0m03 [ nii s
[ 1) [ _1om 1107 ase [ voan aus |
B sl e
E Agiculture ) it EaeL
g Maid, and ceest, 197 027 :"“""""““" L
Services 273 B2y wices 0999
2 Agriculture 284 = Agiakure Vi
g Manofandcomst, | 108 799 E Manut, and const. 1008
= Sarvices 30 377 SRIVICces 1013
Tanes Jess subsches o . L. Tawes bess subsidies onf = —
products T |_preducts
GVA 235 666 L ﬁ
teration
[ p_jir] |2 7 51 nHir} 56
L EE] T sarr
Pl sl -
Agriculture & a2 ¥ Aosure 0991
E Wasivil. hnd const.. 198 197 E Manud, and const. 1022
Servioes 7 B1 SENIces 0.99%
= Agricubture. 2 g Agriculture 0996
B nanefand const. | 108 51 § Manud, and const. 1007
j s poxfrci B senvens 1011
Tanes it b o PR Taxes less subsidies on " o366
produts products
L il
Induistries Final Ligs Total
Y2006 Agricd Mand,  Servces Dom. Exports
e andconst Demand
# Mgriculture 194 3z 520 1 816 e & 367
E Manut. and const. 1 106 43 183 13 480 4% R33 A3 000 200 582
& sendess T3 06 66495 | 147185 73 485
a  Agriculture 6 1 138 1017 28
‘g Manud. and canst. s assa sen| mess  1soze| 10e0s
= Senvices 51 4 963 10 574 1883 3 167 30 738
TR Joos b & 1ms  emm| s 1e| 270
product:
GVA 3585 70 245 158 a2 232 B51
Total B367 wosE  waass| 249844 1M 7
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11 B D e ol (B 0.0000001)

#e A 200045 i
RE  mEW- Sy (s
BEw 2
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r| Waw-mnE 1106 43183 23460 49833 83 000 200 SB2
2 —ram 700 0636 64| w7ims 28 ama| am3ams
":| [13 126 13177 158 1077 140 1818
<| WidE- R 511 45841 89501| 296685 19028| 104 046
i —r2m 52 asey  tosna| 1sey 3| 207s
1:;:5?!' nhuw,; sk s 1098 4 578 18 283 124 24 790
B 3955 T0OM5 15842 232 661
a1 837 20058 maass| uoEa 1m0

Trizrxp FhUwizn
HBAMHR 2005 am | L) BARE H0065E ax Lol dul
ER  mam- -z | mase it (13 mAEE Wi it
R L3
|| mm 1 780 2 959 | 178 wr| 78 A=
! W - BEe @@ 37 281 21 870 a6 820 73 68 | 181 208 HAW - BRER
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(S 2) LT e oA flebai (S £ 5
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JER DA L= ieg 2o
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(i} 1071 1107 105% LO41 1118
pils) — 8
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Box 18.4 Flow diagram of the GRAS method

E- 1 STEP1

| STEP 2

5 STEF 3

8 _ - STEP 4
P (s} mys b
u
! i
rikl STEP S
Rapeat until :.:p: v '.]—:1,11:-‘. E | ::P‘“J IrWL‘Itmn

Ry RX18.4 GRASZEDIZ7A—Fv¥—F

A T

b4
o} | LFJ

o [

| 2

THd

rik)

IS

[Au(k+l‘.-—>{h]='.:-:.‘-'.'f.:r’..!-'.:.'l.-\'.'Fh ]

W= =
u=T@ S iTes

1071




Box 18.5 Results using the SUT-RAS method

Austria 2005 SUT

Matrix P Matrix N

| dev i3]
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1O F b—irw

FB DA Lo 2

&}

IO D

nmn]

B Lo 2
[X]

192873
SMET
17361

41

[

BRER T L — LT —2 (EEER

H—AFUT 2006 SUT-RASE

i

ThUwdaN
e | ams LICT
o cnm e s-ram L
BE )| EEe (3

-

118253
107114

308
171143

L [

[H

L_.H

1073
11304
1061

1115

1072




Box 18.6 Flow diagram of the SUT-RAS method
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Box 18.7 Results using the SUT-EURO method

WP X 18.7 SUT-EUROEZRALVEHER

Table 1 #1
Frocucs T =T EE)
Market charez -
Agricul- Marar a BER- V—r=2
R i R wwx =
Agriculture 100 o.00 0.0 100 0.00 0.00|
¥ Mans and Table 2
F comst 0.00 038 0.03 oo 0.58 003
= services .00 no2 0.57] R Eimal s EmpaLy 000 noz o7
— e o e Growth 1068 1065 1041 1089 T T o
Iteration 1
Table 3 Table 4(1) == T == T
Industries Final Uz Total Tnguzres Final Uze Toml B% NeR- Tt | EAEE W & RE Was oo | 5ORE RE L
Bgricul- | Manuf.  Services Dom. Exports Bgricul- | Mant. Services Dam Eiports BEE e R =
t Ll 5t Dy nd tul ned 5t D d
— o E=_ — 23l s [ i 1005 2058 353 1508 532 7262 3 1905 2966 383 1525 s08 7200
“é Agriculture 1905 2958 358 1508 53 7262 § T 1305 2956 363 1546 509 T2%0 BEE - BES 1054 &2 21367 44796 23132 | 180511 | ;w: 1051 40162 21535 45616 79406 | 187971
g Manuf. and 1054 s0162 21367 | 44796 83132 | 180511 £ Manuf. and 1051 40162 21535 | 45816 79406 | 187971 F— 2B 804 30075 67226 | 151091 28802 | 278208 T 795 29841 67226 | 154240 26917 | 270019
8 Services B04 30075 67226 | 151991  2B402 | 27B4%E 2 Services 796 29841 67226 | 154240 2617 | 278018 S = — — = — TR = = = —
eult Ao R 10
g Mericutture E=l s e — = = g CpreutuE 45 Iy il =2 = = W REE 513 a4797 8696 30192 19578 | 103775 s11 24797 8764 30830 18701 | 103852
§ Manuf and 513 4797 8696 30192 19578 [ 103775 g Maruf. and 511 44797 5764 30880 18701 | 103652 H—EAE 43 3984 10432 1430 2876 18764 42 3953 10432 1451 2726 18603
E services 43 3%e4 10432 1430 2576 | 18764 £ Services 42 3953 10432 1451 2726 18603 ERERET
Tanes less subsicies on Taxes less subsidies on R ] 99 1081 4383 13968 130 25080 -84 1037 4780 18428 118 24200
producis i 1091 4338 18068 130 25080 products nd 1037 A7B0 18448 118 24200
— 0 = I R e = S R W = 3590 6890z 158769 [ 0| 232861 3958 68535 160166 [ 0| 232861
Gva 5630 Gva 3958
= T wh TEmn T Gom =i T BoE Tan | Eea s T 8332 193013 272956 | 245844 134709 e B293 192336 273419 | 253364 126435
Table 5(1 Table 6(1
Tncustries Fonml Uze Total Tngustries 5 (1) : = #6 (1
Agricul- Manuf.  Senices Dom. Exports Agricul- Manuf.  Services ] R e T R
ture  and const. Demand ture  endconst BE REE- v-rx | BNRE [T N BE WEZ- F-prx
= - BEE E e E
y MBgriculture 1805 2962 361 1527 521 7276 # Agriculzure 023 0.02 0.00 -
T Manuf and e —— TN £ Manut and 013 on; Py i ‘T‘ 1805 2062 361 1527 521 7276 0n o0z 0.00
5 serviees B0 29958 67226 | 153115 27660 | 276758 5 Ssenvices 010 015 015 Il BER - BER 1053 40162 21451 25306 51269 | 189241 o 021 0.08
= - | H—
= RAgriciture 23 1o 150 a0 = T3z o A ool ool 200 fLad AR B00 29958 67226 | 153115 27660 | 278758 010 016 0.25
5 L= 512 as7e7 am0 30536 19139 | 103714 g Manuf and 006 023 003 | 123 15 150 570 58 2346 ool 0.01 0.00
£ Semices 4z 3965 10432 1240 2801 18684 E serices 001 0.0z 0.04 1] B - MEE 512 44797 §730 30536 18133 103714 008 0.23 0.03
l::u less subsidies on| 57 1064 2534 15709 124 24885 l:::iuc:ss subsidies o oy 00 .0z & H—2E a3 3068 10432 1440 2801 18684 A (11 002 0.04
= £3 E 2
VA 300 66002 158769 T 0| 22681 = 0% 03 038 é”“ » o7 108 4884 13708 124 24685 'r-gé*,"m!&f AR o; 0.01 002
Total 6328 191858 273003 | 251604 131572 Total 100 Lloo 100 R A 3890  GE902 159769 [ o| 232661 N 0.48 0.36 058
e 8328 192858 273003 | 251604 131572 e 100 1.00 1.00
Outpe §351 184527 273058
§351 194527 273056
Table 7(1) Table 8(1)
Incustries Fonml Uze Towl Industries Total ®7 (1)
Consistent Rgricul- Mant. Services Dom. Eiports Consistent Bgrical-  Manst. Services 73 ER WEER BE
ture  andconst cemara ture  anaconst T — ‘ o e &Y
= = - H—rn | BRE et rh o )
¢ Pericuhure 1911 2087 361) 1527 521 7276 g et wr o k ) RELE HEE &
Manuf. 3nd S Manuf and s isss0 67| 1msase] = = =
H [ 1056 40510 21455 | 45306 51260 | 180241 i [z s = = == o o — e 507 3 4 =
s === B02 30217 67238 | 153115 27660 | 278759 *iD 283 e £y | mE . W 1056 40510 1255 25306 21269 159241 B waE - weE 779 183230 3567 FEELLE
= o : I
£ :‘s"c::u: 123 1052 50 470 = 1346 Total T e[ e IEE R BOZ 30217 67238 | 153115 27660 | 278759 iﬁi - 253 977 26945 273034
anuf. ar
g Man 513 45184 8132 30536 19138 | 103714 h:ﬁ = : = = = =i | =5 W mn D aaan]
E Services 43 a0z 10431 1240 2801 | 18684 e 2 =
— - pre prw pre— = " 11 WL - B 513 45184 §732 30536 15139 103714
products 268 It 3 B3 43 4002 10434 1420 2801 18654
[ 4001 69498 158801 o 0| 22681
: 47 w7 4885 13708 122 24685
Total 8351 19457 273038 | 251608 131572 ]
TR 3001 69458 158801 [ 0| 232861
T 8351 194527 273058 | 251604 131572
Tahle 9(1})
VA A A Bom. Tpers | Towl Tanes Tmporis
ieul Mamst Seni Demand I e
TR o T S = EEe 9 (1)
o RS H
s RE  maw ERS WY HisEsn
W] 12) 51 ) (51 18] 7 B
Actal 10580 10691 L0368 10814 FETLTS 10983 10128 10853 1) 3 4] 5 E]
Project 1.0709 10784 1o370 10488 10831 10624 10257 1.068E| El Lheml o 1o Fun Lo LRite i
Devistion 0373 oo9ie  nossE 0S8 ioms oss73  osm3s 1133 + 10708 L0370 L0488 Loes1 Los2s 10297 1oe8s
oz nsees  Gsss  essr  oasm itoms | oswes  osew Lo == i e RN tsem it T S S
{to be continued) e 03365 0.5357 05928 10219 0.5369 05834 L0181
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Box 18.7 Results using the SUT-EURO method (continued)

Iteration 2
Tahle 3({2 Table 4( .
% Industries il L Tokal Indusines Firal L Taral
Agrcul- | Manat Serices Dom. Exports. Agikul  Mand Senvices Dom. Dports
ture  and cont Oemand ture e comat Demand
Agicdture 1898 2932 354 1297 a4 731 Agricdture 1898 2957 363 1842 o 18T
E Manuf. and T TR 1Y 1381 28471 samas | 1508 z Manuf. and 147 35812 11347 as417 s | 13
Sarvices W2 2810 G7oe | 1soeemy mead | v Services T 112 eTae | 154108 meos | amemas
Agricuiure 122 1035 145 451 & B8 AgrieuRure 125 1086 153 100 58 e
stanul. and 511 44408 £ 297y o006 | 103ses sanud. and 521 asece s a1a3 18038 | 108830
E Services 4 39 oS 1620 mam|  wm E servicss 43 as 1081 1477 s | s
i m| s Towes Yo sbeiis o g3 wom oams|  miw uz| msu
GV W78 ehI02 1A [ o] 292000 GV 346 o1 1saeed o 0] 25
Tokal §06 - 191331 I7EOL | R0 Laresd Total BITS 130640 a7ae6 | 2533 1EIN0
—Table 5( Table 6(2
Industriss il Lite Total Industrss.
ARGl Meed Serviees | bem Erports Aol el seies |
ture  and const Desnand ture  and comt
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I e [ o® nos o
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Sonidanl U wad Sewim | Dem Geo b ant A Wand s
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 AgruRUTe 1910 2381 6] 1513 B 7257 2 Bgricufur, 7297 0 7597
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Box 18.8 Flow diagram of the SUT-EURO method
| ssetma 2005

| Supply and Use Tables 2005 | Macroeconomic Eorecast 2006

Final Uses — | ‘i!HH! |

Imports | |1 & 2006 ‘@m | ‘ W ‘

‘Domeslic ‘ Imports | 2008
|

2006

Suppl
| ey | GVA 2008 ‘

Table ‘ ‘UseTable ‘

+
Growth rate 20062005 for EAEE, WA B, W
GVA; imports; final uses and TLS WeiE) &) OWTIE 20052006 F
l +
Growth rate 2006/2005 for ERE RO 8 s
2005/2006 &

activities and products
EaE 2006 M= 2006 &
(FEEE)

Supply Table 2006 Use Table 2006
(inconsistent) (inconsistent) (FRE)
Input-Output Table 2006 (inconsistent) BAENE (TES)
* ER
(MR E)

industry by industry
(fixed product sales structure)

Final Uses

Supply and Use
Tables 2006
[consistent)
¥ ¥ 3 3
‘Gw:. 2006 ‘ | Final Uses R Bd b
2006 2006 47 2006
»
Imperts | | 5 2008 b ()
06 &£
¥ [
Adjustment factors Difference to fBTRRICHT D FWEOWE
R

for growth rates forecast
- -4_.—‘!;}1%

Difference > 1 %
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